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ABSTRACT

In recent years, the 3D surround view (3D-SV) system
has become a hot research topic in the field of Advanced
Driver Assistance Systems (ADAS). It can be used to form
a stereoscopic view of the surrounding 3D environment by
using 4 car-mounted surround cameras, and users can switch
the viewpoints for virtual observation conveniently. However,
there are still many problems in how to stitch calibrated im-
ages to the panoramic view and how to project the panorama
to the surround view. In this paper, we introduce the graph cut
algorithm and multi-band blending to the panorama stitching
phase. In addition, we design a new hamburger-shaped 3D
geometric model to be the carrier of the panorama for texture
mapping. Our 3D-SV system can make drivers have an im-
mersive visual experience. Experimental results show that the
3D-SV generated by our method is less distorted and looks
more natural than the other competitors.

Index Terms— ADAS, surround view, graph cut, multi-
band blending, texture mapping

1. INTRODUCTION

The first autonomous car appeared in 1980s, but vehicles
without human intervention have not been put into com-
mercial operation yet for the safety, technology and liability
concerns [1] [2]. Instead, ADAS are the main way to im-
prove the comfort and safety of driving. The 3D surround
view (3D-SV) system is an important member of the ADAS
family. Drivers can sit in the car and observe the surround-
ings with artificial 3D-SV synthesized by images captured
by car-mounted cameras. Currently, the studies in the field
of 3D-SV systems are quite sporadic and they usually follow
a common pipeline: image capturing, image undistorting,
panorama stitching and texture mapping. By investigating the
literature, we find that the differences among current methods
for generating 3D-SV mainly lie in their ways for panorama
stitching and texture mapping.

For panorama stitching, the first inevitable step is to align
adjacent views by estimating their homograpy matrix. Fur-
ther more, in order to make the panorama look natural, the
strategy to fuse the overlap regions also need to be studied.
To this end, several different schemes have been proposed.
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Gao et al. made use of the alpha fusion to fuse two adjacent
images [3]. Lin et al. used Laplace pyramid fusion to make
the fusion result more smooth [4]. Photometric alignment is
another way to correct the mismatch in brightness and color
between two adjacent views. In terms of texture mapping,
traditional surround view systems project textures onto the
ground plane and generate a bird’s eye view [5] [6]. 3D-SV
systems use 3D models as the carriers of 2D textures and var-
ious 3D models have been proposed, such as the ship model
[3], the bowl model [7], and the cylinder model [4].

(©) (d)
Fig. 1. Images rendered from different perspectives in our
3D-SV system. (a) front view, (b) back view, (c) left view, (d)
right view.

In order to make the 3D-SV immersive, the panorama
must be seamless. However, simply applying the alpha fu-
sion or photometric alignment is not enough to make the
panorama look seamless. These fusion techniques will cause
the panorama to be discontinued and ghosted. Besides, cur-
rent 3D models used for texture mapping usually make the
3D-SV look distorted. The ship model and bowl model have
a mutation between the horizontal bottom and the arc-shaped
wall and thus far objects will be distorted. The cylindrical
model does not meet drivers’ habits since their viewpoints
will be limited. Actually, a well-designed 3D model is indis-
pensable to make the 3D-SV more natural.

In this paper, we aim to find a more reasonable way to
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Fig. 2. The flowchart of the system.

implement 3D-SVs for ADAS. Fig. 1 shows several 3D-SV
images from different viewpoints generated by our system.
Our contributions are twofold. First, inspired by [8], we in-
troduce the graph cut algorithm and multi-band blending to
the panorama stitching phase. The graph cut algorithm is ef-
fective in image matting. Adjacent images can be stitched
along an optimal seam. In this way, objects, textures and
lines can be ensured to stay integrated. After finding optimal
seams, adjacent images are fused with the multi-band blend-
ing strategy, which can make the transition between two adja-
cent views smooth. Second, we propose a new 3D model for
texture mapping, which is named as ‘“Burger Model” since its
shape looks like a burger. With the Burger model, our 3D-SV
looks immersive and less distorted.

The organization of the paper is as follows. In Sect. 2, we
discribe the implementation details of the system. In Sect. 3,
we present our experimental results and have a brief discus-
sion. Finally, Sect. 4 concludes the paper.

2. SURROUND VIEW FUSION AND MAPPING

The flowchart of our system is shown in the Fig. 2. Firstly,
images are captured from 4 car-mounted fisheye camera
(larger than 180° coverage), which can cover all viewpoints
of the surroundings. Then, the fish-eye images are undis-
torted by Zhang’s algorithm [9]. Next, all undistorted images
are fused into a seamless panorama by the graph cut algo-
rithm and multi-band blending. Finally, the 2D panorama is
projected onto the 3D model and the 3D-SV can be generated
for virtual observation.

Since the study for undistorting images is relatively ma-
ture, only “panorama stitching” and “texture mapping” are
discussed in-depth in this paper.

2.1. Panorama stitching

Undistorted images will be first stitched into a panorama.
This operation consists of three main steps.

First, extract features from each image. In our implemen-
tation, the SURF feature detector [10] serves as the feature

detection algorithm. Then, features are matched to estimate
homograpy matrices for every two adjacent images.

Seam Overlap
Seam Overlap
2 3
5 6
Image A Image B
7 8 9
() (b)

Fig. 3. A seam between two images. (a) is schematic diagram
of a seam and (b) demonstrates the min-cut problem in the
overlapping region.

Second, to reduce the discontinuity between images, an
image synthesis technique [11] is modified to find out a seam
for every two adjacent views. Fig. 3(a) shows how the seam
works. After projecting one image to another image’s plane,
these two images would have an overlapping region. The
seam determines which image contributes pixels at different
locations in the overlapping region. To be more specific, find-
ing out the optimal seam is considered as a minimum cut
problem as demonstrated in Fig. 3(b). A path cuts the pix-
els of the overlapping region into two disjoint subsets. Every
pixel is a vertex and connected with nearby pixels. To define
the weight of each edge, the cost of separating two neighbor-
ing pixels needs to be defined. Suppose that A(s) and B(s)
are the vectors of the intensity at the position s in images A
and B. A cost function M [11] can be defined as,

M(s,t, A, B) = ||A(s) — B(s)|| + [|A(t) = B(®)l
where ||| denotes an appropriate norm. Actually, it repre-
sents the difference between two adjacent pixels s and ¢t. With
all edges weighted, a min-cut of this graph can be found by
using algorithms like Stoer-Wagner [12] and it is considered
is the optimal seam of the overlapping region.
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As concluded [13], since parallax is always inevitable, im-
ages do not need to be perfectly aligned over the whole over-
lapping region for stitching. Instead an optimal seam can help
the fused image look natural and smooth in visual experience.

() (b)
Fig. 4. The effect of multi-band blending. (a) is a fused image
without multi-band blending and (b) is (a)’s counterpart with
multi-band blending.

Third, image blending is applied on the stitched images.
Although an optimal seam has been found, the transition
around the seam is not continuous. Image blending can make
this transition more smooth. In this paper we use the multi-
band algorithm [14] for blending. Compared to traditional
feathering or alpha blending [15], the multi-band algorithm
takes both details near the seam and large scale features such
as illumination into consideration. So how to fuse high-
frequency features and low-frequency features? The pyramid
representation is a good choice. Let I(z,y) be the original
image, the level n + 1 of the Gaussian pyramid G can be
defined as,

t—m j—n
2 72

Gur(i,5) =4 > Y W(m,n)Gn( )

m=—2n=—2

where W (m,n) is a 5 x 5 Gaussian kernel and G is the
original image. G,y; is 1/4 downsampled G,, convolved
with a Gaussian kernel. Finally, several levels of the pyra-
mid [Go, G1, Ga, ..., G] can be calculated. Since Laplacian
of Gaussian (LoG) can be approximated with difference of
Gaussian (DoG), the Laplacian pyramid can be defined as:

Ln(ivj) = Gn(zaj) - expCLNd(Gn+1)(iaj)

where ezpand(G) means resizing the width and height of G
twice. Similarly, several levels of the pyramid [Lg, L1, Lo,
.y Lp—1] can be calculated.

Then, the two LoG pyramids are fused by using feathering
blending. Then, all fused levels are expanded to the same size
of Ly. Add all expanded levels and we finally get the fused
overlapping region.

2.2. Texture mapping

For texture mapping, a novel “burger’-shaped 3D model is
proposed in this paper as shown in Fig. 5. The burger model

2R - d)
(b)

Fig. 5. 3D model and its sectional view. (a) burger model, (b)
maximum cross section.

is a closed surface of revolution created by rotating a curve
around the axis of rotation L in Fig. 5(b). The curve con-
sists of a semicircle with radius R, two 90° arcs with radius d
and a line segment of length 2(R — d). The maximum cross
section is shown in Fig. 5(b). Thus, the transition from the
top hemisphere to the bottom part is not only continuous but
also smooth, while the ship model [3] is only continuous but
non-differentiable.

So far, there is only one task remaining, mapping the 2D
texture to the the 3D burger model, for which we adopt the
object centroid mapping scheme [16].

Py ,
P

P, 7

Py
Fig. 6. Object centroid texture mapping.

Firstly, map the 2D texture to a sphere. As we know, tex-
ture coordinates usually range from (0,0) to (1,1). How-
ever, a sphere has three demensions. How to map from 2D to
3D? A commonly-used way is to use latitude and longitude
to represent the position of an object on our earth. A geo-
graphic coordinate system [17] can describe every position
on the earth’s surface specificly since it has only two demen-
sions too. More precisely, this coordinate system is more like
a spherical coordinate system with a fixed radial distance (a
unit length) and it uses a polar angle (6 € [0, 7]) and an az-
imuth angle (¢ € [0, 27]) to describe the position of a point.
Hence a simple linear mapping can be performed from the ra-
dius fixed spherical coordinate system [1, 6, ¢] to the texture
coordinate system [u, v]. The texture coordinates [u, v] can be
defined as:

u=0/x
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Fig. 7. Surround views generated by different models. (a) burger model, (b) sphere model [7], and (c) ship model [3].

v=¢/2n

Since meridians near two poles are more intensive then
those near the equator, texture near the poles will be highly
distorted. Fortunately, we do not really care about what there
is above us or what there is under the vehicle.

Secondly, map the texture from sphere to our burger
model, using the real spherical coordinate system. The sphere
model is concentric with the hemisphere of our burger model
and their centre is denoted by O. Fire several bundles of rays
from O. They intersect with sphere at P;, P> and P3, and
intersect with the burger model with P, P; and P;. P|, P}
and P4 have the same texture coordinates with Py, P and Ps.
In this case, our texture mapping is single-valued.

3. EXPERIMENTAL RESULTS

Our 3D-SV system is implemented on an experimental vehi-
cle. Four fisheye cameras are mounted on the vehicle and
each has a 184° FOV. With our experimental settings, the
panorama is fused at a speed of 20 fps on 2.7 GHz Intel Core
i5. The graph cut algorithm runs only once in a period of time
and the parameter can be used to stitch a series of frames and
update the stitching seam every 50 frames. It takes about 0.5
second to find the stitching seams but this can be computed in
parallel with panorama stitching. Hence the 3D-SVs can be
generated in real time.

Fig. 7 presents the surround view generated by the burger
model, sphere model [7] and ship model [3]. We can have
a intuitive feeling of the difference between these two mod-
els and the proposed burger model. It can be seen that the
surround view generated with buger model looks clear and
natural. What’s more, it is seamless and continuous. The
ship model has an obvious mutation between its bottom floor
and its arc-shaped wall. Moreover, with the ship model, far
objects appear highly distorted. This can mislead drivers se-
riously. The sphere model is centrosymmetric and the vehicle
is at the center of the sphere. Consequently, the ground plane
will be projected to the lower hemisphere and thus it will be
severely distorted.

As for panorama stitching, we compare the panorama
fused with graph cut and multi-band blending and the one

(b)

Fig. 8. Panoramas generated by different methods. (a) is the
panorama stitched by alpha blending; (b) is the one stitched
using the graph cut algorithm and multi-band blending.

with only simple alpha blending. The viewpoints of adjacent
cameras will cause apparent parallax and usually the stitched
panorama will be ghosted and kind of blury. As shown in Fig.
8, the tree and the passer-by both have a ghosted look, while
our fusion scheme solves the parallax problem very well.

Our 3D-SV system performs quite well while the vehicle
is moving. Observers can switch the viewpoints freely and
it looks like that observers are watching the vehicle in the
real world. A demo video is provided as the supplementary
material.

4. CONCLUSIONS

In this paper, we introduce a new approach to generate 3D-SV.
By using the graph cut algorithm to find an optimal seam and
the multi-band blending to smooth the overlapping regions
between two adjacent views, the panorama becomes reliable
and seamless. In addition, we come up with a new texture car-
rier, the burger model. Experimental results corroborate that
our proposed system can generate seamless and less distorted
3D-SV images.
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