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Abstract—Questioning is one of the essential tactics for demon-
strating empathy in social dialogues. Effective questioning can
guide individuals to express their experiences, feelings, and
thoughts, aiming to establish emotional connections and deepen
interpersonal understanding. However, how to generate empa-
thetic questions in emotional support conversations remains an
unresolved issue. To fill this research gap to some extent, we
propose an empathetic question generation framework called
TriKF, which incorporates external knowledge from the per-
spectives of events, cognition, and affection to comprehensively
understand the dialogue context. Specifically, this framework
acquires commonsense knowledge from these three perspectives
and integrates them into the dialogue context to enrich the
contextual information. To the best of our knowledge, this is the
first method proposed for empathetic question generation. Ad-
ditionally, we construct an empathetic question dataset, namely
EQ-EMAC. This dataset comprises 4213 dialogues with single
user inputs and multiple empathetic question responses, which
can be utilized to assess the effectiveness and generalization
capability of empathetic question generation models. Experi-
mental results have demonstrated the effectiveness of TriKF
on the task of empathetic question generation compared with
seven baseline models. The source code and data are available
at https://github.com/slptongji/TriKF.

Index Terms—Social dialog, empathy, question generation,
cognitive therapy.

I. INTRODUCTION

MPATHY is an essential trait of a good listener in
social communications, which shows the listener’s under-
standing of the speaker’s thoughts and feelings by providing
empathetic feedback [1], [2]. Empathy words can enhance the
positive impression of the listener, promote the speaker’s will-
ingness to express himself/herself, and facilitate the establish-
ment of interpersonal connections between the listener and the
speaker. Existing research indicates that dialogue generation
models owning empathy characteristics can generate responses
that increase users’ satisfaction with the dialogue systems [3]-
[7]. However, how to adequately express empathy in dialogue
systems remains a technical challenge.
Questioning is one of the tactics to express empathy [8]—
[10]. In psychology and sociology research, empathetic ques-
tions typically guide individuals to express their experiences,
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6:: How have you been feeling this week? (a)
@) Justreally sad.

P9 Can you share with me what particularly triggers this
oY sad feeling?

Yes, I failed the math exam this week. I’m afraid I’ll
never pass the exam because it’s too difficult to me.

)
7

D €

Does failing the exam make you very frustrated and
disappointed? But is it possible for you to pass the
exam if you spend more time on your study?

o

Interaction between
Events and Perceptions

% (b)
oo
Cognition
“I will never pass the exam”

&)

Event .. . Affection
Exam Failure .- T Sad / Hopeless

Event—Cognition—Affection

Fig. 1. An empathetic question example in a simulated counseling conver-
sation. This example illustrates the interaction between objective events and
subjective cognition that influences an individual’s emotions. In this example,
the texts in green, blue, and pink respectively highlight the contents related
to the speaker’s central events, thoughts, and emotions.

feelings, and thoughts, aiming to establish emotional connec-
tions and deepen interpersonal understanding [11]-[13]. Fig.
1 gives a segment of a simulated counseling conversation.
As shown in Fig. 1(a), when the speaker expresses “(I am)
Just really sad”, an empathetic question, such as “Can you
share with me what particularly triggers this sad feeling?”
shows the listener’s solicitude for the speaker, and reveals
the listener’s readiness to listen and understand to speaker’s
feelings, thereby consolidating the link to the speaker. In
addition, empathetic questions can guide the speaker to share
more information in the conversation and keep the conver-
sation going in the right direction. For example, in the final
utterance in Fig. 1(a), the listener first expresses her sympathy
for the speaker’s bad luck in his/her exam. Then, the listener
encourages the speaker to reflect on his/her thoughts by
asking “But is it possible for you to pass the exam if you
spend more time on your study?” to make the counseling
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conversation move on. Viewing the aforementioned benefits,
Svikhnushina et al. [14] suggested that dialogue systems can
express empathy by introducing empathetic questions. They
collected empathetic questions, performed a taxonomy study
to investigate their roles in social dialogues, and consequently
constructed an empathetic question dataset named EQT. How-
ever, their research only focused on the classification of
empathetic questions. These collected questions cannot be
directly used as empathetic responses by dialogue systems.
In real-life situations, empathetic questions should be tailored
to the speaker’s inputs and problems. Therefore, we introduce
the task of generating empathetic questions here for the first
time and attempt to address this problem.

Generating empathetic questions is a challenging task. It
involves capturing the central events and thoughts that arouse
the speaker’s emotions and formulating questions around them.
As shown in Fig. 1(b), the conversation revolves around
the central event “exam failure”, which leads the speaker
to develop a thought of “I will never pass the exam” and
feelings of “sad” and “hopeless”. The listener responds with
an empathetic question “Does failing the exam make you
very frustrated and disappointed?” formulated around the
central event and the speaker’s emotions. However, due to the
limited conversational contents and the absence of background
knowledge, dialogue systems often have difficulties extracting
sufficient information about the central events, thoughts, and
emotions. Related efforts attempt to enrich conversational
contexts by incorporating external knowledge, such as com-
monsense knowledge (CSK) and emotion lexicon knowledge
[15]-[18]. However, the injection of external knowledge may
introduce noise that makes dialogue systems generate incorrect
responses. In addition, related research in the empathetic
dialogue generation field primarily generates empathetic re-
sponses from affective and cognitive perspectives, i.e., the
speaker’s affection and cognition expressed in dialogues [19]-
[21]. Affection refers to the speaker’s emotional states, while
cognition refers to the speaker’s thoughts. However, according
to cognitive-behavioral therapy [22], [23], empathetic ques-
tions should also be formulated around the central events in the
dialogue, which serve as the background or causation for the
speaker’s emotions and thoughts. The central events interact
with the affection and cognition of the speaker, influencing
his/her perceptions of situations and subsequently arousing
his/her emotions, as illustrated in Fig. 1(b). Therefore, the
involvement of central events can help to generate better
empathetic questions.

To address the research gaps mentioned above, we propose
a novel empathetic question generation framework, namely
“Triple-Perspective Knowledge Fusion Network for Empa-
thetic Question Generation (TriKF)”. TriKF enriches conver-
sational contexts comprehensively by incorporating knowledge
from three perspectives, i.e., events, cognition, and affection.
Additionally, we create the second empathetic question dataset
named EQ-EMAC to support further research in this area. Our
contributions can be summarized as follows.

o We propose an empathetic question generation model that

comprehensively leverages CSK to analyze conversations
from the perspectives of events, cognition, and affection.

To the best of our knowledge, it is the first empathetic
question generation framework.

e We propose a knowledge-context fusion algorithm that
effectively integrates and aligns knowledge and contexts,
thereby greatly enriching conversational contexts and
alleviating the impact of the noise introduced by CSK.

o We establish an empathetic question dataset named EQ-
EMAC, which serves to evaluate the effectiveness of
models in this field and facilitate the studies to find
generic patterns of effective empathetic questions.

o Experimental results have shown that TriKF outperforms
baseline models across various automatic and human
evaluation metrics. These results suggest that TriKF is
an effective solution for the task of empathetic question
generation.

The remainder of this paper is organized as follows. Sect.
2 introduces the existing work on three tasks related to
empathetic question generation. Sect. 3 describes the pro-
posed architecture of TriKF with details. Sect. 4 introduces
the construction of the EQ-EMAC dataset. Sect. 5 outlines
the datasets, baselines, and evaluation metrics used in the
experiments as well as the implementation details. Sect. 6
demonstrates the experimental results of the evaluated methods
under both automatic and human evaluation metrics. Sect. 7
provides analyses for the ablation studies and the case study.
Finally, Sect. 8 concludes the paper.

II. RELATED WORK
A. Empathetic Dialogue Generation

Empathy plays an important role in human communication.
Recently, there has been a surge of interest in empathy-related
topics in dialogue systems [24]-[31]. Rashkin et al. [32] were
the pioneers in empathizing the significance of empathy in
social dialogues. They created the task of empathetic dia-
logue generation, constructed the first large-scale empathetic
dialogue dataset known as Empathetic Dialogues (ED), and
established several baselines for the task. Lin et al. [19] sug-
gested that expressing empathy requires a focus on speakers’
emotions. Therefore, they designed a corresponding decoder
for each emotion category and softly integrated the decoding
outputs. Zheng et al. [28] proposed that empathetic expression
comprises three factors: communication mechanism, dialogue
act, and emotion. They employed communication mechanisms
to guide empathy expression at a high level while utilizing
dialogue acts and emotions for fine-grained realization.

Constrained by the limited length of conversations, dialogue
systems encounter challenges in acquiring adequate valid in-
formation to comprehend speakers’ states and offer appropriate
feedback. Therefore, some efforts have been made to bring in
external knowledge to enhance the understanding of speakers’
utterances [15]-[18]. KEMP [15] is the first model to incorpo-
rate external knowledge to generate empathetic responses by
utilizing CSK and emotional lexicon knowledge. Sabour et al.
[16] obtained affective and cognitive CSK from COMET [33]
to enhance the comprehension of speakers, as they pointed
out that empathy encompasses both affective and cognitive
aspects. Zhou et al. [18] designed a two-level strategy to model
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the interaction between affection and cognition and generate
integrated empathetic responses.

Despite the efforts made in empathetic dialogue generation,
the models in this field cannot be directly applied to solve the
task of empathetic question generation. A typical empathetic
dialogue, such as “This matter is so frustrating!”, may hinder
the speaker’s willingness to further express himself/herself
and implies the termination of the talk. As a comparison, an
empathetic question, such as “This matter is so frustrating.
How did you get through it?” can make the speaker feel
that he/she is understood and encouraged to continue the
talk. In addition, to convey agreement with the speaker, the
empathetic dialogue can be easily generated using a simple
structure with some emotional words like “That is great”.
As a comparison, generating empathetic questions requires an
overall consideration of central events, affection, and cognition
as well as a logical arrangement of the three perspectives.
Therefore, it is necessary to develop specific models for the
task of empathetic question generation.

Many of the aforementioned studies attempt to better ex-
press empathy in dialogues by utilizing external knowledge.
However, they only focus on affective and/or cognitive knowl-
edge, neglecting the central events that facilitate the analysis
of speakers’ emotions and thoughts. Therefore, our work aims
to generate empathetic questions from the perspectives of
events, affection, and cognition, with the goal of understanding
speakers’ situations in-depth and proposing targeted empa-
thetic questions.

B. Question Generation

Question generation (QG) aims to generate natural and
relevant questions from diverse input formats [34]-[36]. It
has attracted increasing attention across various domains due
to its potential applications. For example, QG can serve as
a data augmentation technique in the reading comprehension
and question-answering (QA) fields by generating abundant
testing questions or QA pairs, reducing the manpower of man-
vally making up these questions [37]-[41]. In the intelligent
education field, QG can serve as an important component of
intelligent tutoring systems, facilitating the automatic assess-
ment of students’ knowledge levels and self-directed learning
[42]-[44].

QG, as an essential communication tactic, also has extensive
applications in dialogue systems [45]-[50]. It is utilized to
initiate and sustain conversations to achieve good interactivity
with users. Wang et al. [45] proposed the first QG model
for single-turn dialogue scenarios. They designed both soft
and hard decoders that extract different types of keywords
to formulate targeted questions. Pan et al. [46] employed a
reinforcement learning mechanism to generate questions based
on dialogue histories. Ling et al. [47] generated questions
based on conversational contexts, and predicted question types
and dialogue topics to promote talk persistence in multi-turn
dialogues.

The aforementioned work can generate questions based on
conversational contexts. However, they mainly cope with daily
conversations or conversation comprehension tasks, which

only need to capture conversational contexts and central events
without considering users’ feelings and thoughts. In compar-
ison, empathetic questions should be generated by compre-
hensively considering dialogue contexts, central events, user
emotions, and thoughts. Therefore, it’s necessary to explore the
expression of empathy in question generation within dialogue
scenarios to enhance users’ satisfaction.

C. Empathetic Question Classification

The first attempt related to empathetic questions is proposed
by Svikhnushina et al. [14], which is a classification task on the
collected empathetic questions. They developed a taxonomy
of empathetic questions collected from social dialogues and
constructed an empathetic question dataset named EQT. This
dataset provides the actions and intents of questions, where ac-
tions represent the communicative strategies of questions such
as “request information” (e.g., “What are you studying?”), and
intents represent the impact of questions on recipients like
“express concern” (e.g., “Why? What happened to her?”).

Although their work reveals the significance of empathetic
questions in social dialogues, it solely focuses on the clas-
sification of empathetic questions. In real-world applications,
it’s more vital to generate context-related empathetic ques-
tions rather than merely predict questions’ actions or intents.
Therefore, it is necessary to promote the research to generate
targeted empathetic questions. In addition, although the EQT
dataset has been proposed, no other empathetic question
dataset is available. More efforts should be made in the
construction of empathetic question datasets.

ITIT. METHOD
A. Task Definition

Given a dialogue context C' = [(u1, 1), , (Wi, 8i),"
(un, $n)], the task of empathetic question generation is to
generate proper empathetic questions Y based on the dialogue
context C'. Here, u; and s; denote the content and the speaker
of the -th utterance respectively, n is the number of utterances
in C. Each dialogue is constructed between a user (denoted
as U) and a listener (i.e., the dialogue system, denoted as
L), s; € {U, L}. Additionally, the user expresses a specific
emotion e during the dialogue, where e is one of 32 emotion

types'.

B. Model Overview

The framework of TriKF, as illustrated in Fig. 2, consists
of four main components which include context feature ex-
traction, knowledge feature extraction, context-knowledge
fusion, and response generation. The context feature extrac-
tion component captures representations of dialogue contexts,
while the knowledge feature extraction component extracts
CSK features related to events, cognition, and affection. The
context-knowledge fusion component is designed to enrich

le e {surprised, excited, proud, grateful, impressed, confident, hopeful,

joyful, prepared, anticipating, content, caring, trusting, faithful, annoyed, angry,

sad, lonely, afraid, disgusted, terrified, anxious, disappointed, guilty, furious,

nostalgic, jealous, embarrassed, devastated, sentimental, ashamed, apprehensive }
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Fig. 2. The overall architecture of TriKF, which consists of four main components: context feature extraction, knowledge feature extraction (referred to as
feature extraction stage with context feature extraction), context-knowledge fusion, and response generation.

dialogue contexts with external knowledge. It first integrates
various types of knowledge with contexts effectively to obtain
knowledge-aware contextual representations. Then, it aligns
these representations with the original contexts to ensure
consistency between knowledge and contexts and reduce the
external noise. Finally, the response generation component
generates empathetic questions based on the contextual rep-
resentations enriched by all knowledge.

C. Context Feature Extraction

To extract context features, the utterances in C' are firstly
concatenated and capped with a [C'LS] token to construct
the context sequence I, i.e., I = {[CLS],ui,ug, - ,un},
where [CLS] is a special token marking the start of a
sequence. Following prior work [19], I is fed into a modified
Transformer encoder Enc,, to learn its feature representation.
The “modified” Transformer encoder means that there is an
additional speaker embedding e, added to the embedding
layers of Enc., with the aim of distinguishing utterances
from different speakers. Therefore, the input embedding E of
sequence [ is the sum of three embeddings: token embedding
e¢, position embedding e,, and speaker embedding e, as
shown in (1).

E =e/(I)+ep(I)+es(1) (1

Then, the input embedding F is fed into the context encoder
Enc., to obtain the contextual feature representation H s, :

Hctx = Encctx(E) (2)

where H,, € RLX4 [ is the length of I, d is the feature
dimension.

D. Knowledge Feature Extraction

1) Knowledge Acquisition: To enrich dialogue contexts
and understand users’ situations and reactions, we compre-
hensively leverage three perspectives of CSK: event-centered
CSK, affective CSK, and cognitive CSK, as introduced in

Sect. I. These three types of knowledge are generated by
COMET [33], a generative model trained on ATOMIC-2020
[51], which encompasses social, physical, and event-related
aspects of everyday inferential knowledge.

Specifically, we utilize the BART-based [52] variation
of COMET. Given the last utterance w,, COMET gen-
erates inferential CSK for wu,, under a certain CSK rela-
tion type r. This process follows a structured input for-
mat of (u,,r,[GEN]), where [GEN] is a special token
marking the beginning of the generated content. There are
23 distinct CSK relation types in ATOMIC-2020. Among
these, we selectively utilize 7 relations closely associated
with events, cognition, and affection, i.e., relation set R =
{xReason, Causes, xReact, xIntent, xNeed, xWant, xEffect}, as
illustrated in Fig. 3. xReason and Causes elucidate the objec-
tive antecedents and consequences of the events talked about
in conversations, reviewing conversations from the perspective
of events. xReact unveils users’ emotions by typically gen-
erating words that describe their emotions, such as “happy”
or “excited”, providing insights on users from an affective
perspective. xIntent, xNeed, xWant, and xEffect reveal users’
thoughts and interpretations about their situations, providing
observations of users from a cognitive perspective. By utilizing
these 7 relations of knowledge, TriKF can thoroughly compre-
hend the antecedents and consequences of central events, as
well as users’ emotions and thoughts.

2) Feature Extraction: Following prior work [16], COMET
is employed to generate five CSK statements [k, k3, - - - , kZ]
for each relation r based on the user’s final utterance u,,, where
r € R. The five generated CSK statements for each relation r
are concatenated to construct the relation-aware CSK sequence
K,. Note that CSK sequences under xReact consist of single
words, while those under other relations consist of phrases
or short sentences. Therefore, specifically for CSK sequences
generated under relation v/, v € R\ {xReact}, they are pre-
fixed with a [C'LS] token to learn the phrase or sentence struc-
ture, i.e., K, = [CLS| @k} ©k} @---@kL , where & denotes
the concatenation operation. Then, the constructed knowledge
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Cognition

As aresult, X will get
to know parents

Because X wanted
to see his parents

But before, X
needed to plan a trip

xNeed

As aresult, X
wants to spend time

xEffect with parents

xIntent
xWant

Affection

As aresult, X feels
excited, happy

I am so excited because I
am going to visit my parents
next month!

XReact

Event
Causes

Causes excited

Happens because get
to visit parents

Fig. 3. Examples of the commonsense knowledge from the perspectives of
events, cognition, and affection.

sequences K. are fed into a Transformer’s embedding layer to
get the input embeddings of knowledge sequences from three
perspectives, i.e., Eryr, Ecog, and E4pp. These three types
of input embeddings are fed into three independent encoders,
each corresponding to a CSK perspective, aiming to uncover
the commonalities of knowledge within the same perspectives:

Hgyr = Encew(Egyvr) 3
H co6 = Enceog(Ecoc) “4)
H yrr = Encyg(Earr) &)

where EVT = {Causes,xReason}, COG = {xIntent,xNeed,
xWant, xEffect}, AFF = {xReact}, Hgyr, Hcog, and H srp
are the encoded outputs of knowledge sequences. Note that
for the word-formatted xReact knowledge, its feature rep-
resentation is obtained by averaging the encoded outputs.
In comparison, for other knowledge in phrase format, its
feature representation is designated as the encoded output of
[CLS] to capture the overall sequence structure information.
Finally, seven relation-aware knowledge representations H
are obtained using Eqgs. (6)-(8).

theact = AVgP OOI(H xReact) (6)
hy = H,.[0] 7)
Hr = {theach hr/} (8)

where Rygeacr, B € RE, 1/ € {xReason, Causes, xIntent,
xNeed, xWant, xEffect}, H, € R™? r ¢ R.

E. Context-Knowledge Fusion

We enrich dialogue contexts by introducing three per-
spectives of CSK. However, the introduced knowledge may
deviate from contexts and introduce external noise. Therefore,
we propose a knowledge fusion algorithm consisting of two
stages: the integration stage and the alignment stage. In the
first stage, CSK is thoroughly integrated with contexts to
obtain knowledge-aware contextual representations. In the
second stage, these representations are further aligned with

the original contexts, ensuring consistency between knowledge
and contexts and reducing external noise. Through these two
stages, the contextual representations are correctly enriched by
CSK from the perspectives of events, affection, and cognition,
which guarantees the accuracy and consistency of generated
empathetic questions.

1) Integrating Knowledge and Context : The generated
relation-aware knowledge is integrated with the dialogue
context to obtain relation-aware contextual representations.
Specifically, each knowledge representation h, € H . is con-
catenated with the contextual representation H ., at the token
level for better fusing the knowledge features into each token
in the contextual sequence. The concatenated representation
H can be expressed as:

H, = [Hyy; h,] ©)

where H, € RY*24, Similarly, three separate fusion encoders
Encp v, Encpycog, and Encp, o are designed for the three
perspectlves of knowledge. The concatenated representatlons
H are categorized into three groups, ie., H, EVTs H, OG>
and H ,pp, and fed into the corresponding fusion encoders
to derive prehmlnary relation- -aware contextual feature repre-
sentations H, EVT H, cog» and H, AFF-

H ;::VT = Encyy en(H ;:‘VT) (10)
H o = Encpu,co(H cog) (11)
H pp = Encpy q5(H 45r) (12)

where H ,l;IVTv Hpy € R¥EX Hop Higg € REX,
Hypp, H oy € REXA

Subsequently, with H ., as the query and H € {H EVTs
H, oG H, 4 FF} as the key and the value, H ., and H . are fed
into a cross-attention layer to integrate CSK with the d1a10gue
context deeply:

Hy, , = Cross-Attention(H ., H:,H;) (13)

The fine-grained fusion result Hy, . then passes through a
dropout layer to prevent overfitting. Consequently, the fused
representation of the knowledge and the context H g, , is
obtained for each type of relation r:

Hjuse,r = Dropout(Hye,r) (14)

where Hy, ., Hpg € RELxd 4 ¢ {xReason, Causes, xReact,
xIntent, xNeed, xWant, xEffect}.

2) Aligning Knowledge and Context : Although CSK has
been tightly integrated with the dialogue context, not every
piece of knowledge contributes equally to the understanding
of the context. Therefore, a gating mechanism is employed
to align the relation-aware contextual representations H g -
with the original dialogue context H .., with the goal of
reducing noise. Specifically, the relation-aware contextual rep-
resentations Hy,, . are first concatenated with the original
context H ., at the token level. Then, they are fed into a
fully-connected layer with sigmoid activation to compute the
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contribution of each relation-aware contextual representation

g(ll}’l,T:
Gainyr = U(Fcc'ontr([Hfuse,r; HcrxD)

where g, , € RL*4 Subsequently, H s, are integrated
with H ., based on the contribution weights g, , to further
align knowledge with the original context, resulting in updated
relation-aware contextual representations H ., ,:

15)

Haln,r = guln,r © Hﬁ”eﬂ“ + (1 - galn,r) © HL‘IX (16)

where H , ,» € RE*4 o denotes element-wise multiplication.
Finally, all the relation-aware contextual representations
H,,, are concatenated at the token level to derive the
knowledge-perceived representation H . Then the contribu-
tion weight of each Hj, , is computed and multiplied by
the corresponding representation H ,, ., yielding an adjusted
knowledge-perceived representation. The adjusted knowledge-
perceived representation is then passed through a two-layer
MLP network with ReLU activation to obtain the final con-
textual representation H which has fully fused with multiple
types of knowledge.
a7

Hklg = [Haln,xReason; Tty Haln,xEﬁ‘ect]

H-= MLP(J(Hklg) © Hklg) (13)

where Hyj, € R7<Exd | ¢ RLxd,

FE. Response Generation

1) Emotion Classification: Accurately perceiving a user’s
emotions is the foundation for generating empathetic questions
tailored to the user’s inputs. To achieve this, we leverage
knowledge-aware contextual information from an affective
perspective to predict the user’s emotional states during con-
versations. Specifically, we first extract the [C'LS] feature of
the relation-aware contextual representation under the xReact
relation, as discussed in Sect. III-E2:

hajf = Haln,xReact [0]

where h.,y € R<. Then, h,y is passed through a linear
layer with softmax activation to derive the emotion category
distribution P,,,,:

Poo = Softmax(W;rhuﬁc)

19)

(20)

where W, € R4 ig a parameter matrix, P,,, € RY, ¢
denotes the number of emotion categories. The parameters for
emotion prediction are optimized by minimizing the cross-
entropy loss between the predicted emotion label and the true
emotion label e:

Lemo = — IOg Pemo(e) 21

An excessive focus on individual labels could introduce
biases when predicting emotions in overly detailed classifi-
cations. Therefore, we refine the initial set of 32 annotated
emotions into two primary polarities: positive and negative,
as detailed in Table L. Similarly, hy is utilized to predict the
user’s emotional polarity tendency B,

P,y = softmax(W;— hay) (22)

TABLE I
32 EMOTIONS ARE DIVIDED INTO TWO PRIMARY POLARITIES: POSITIVE
AND NEGATIVE.

Positive Negative

surprised, excited, proud, grateful,
impressed, confident, hopeful, joy-
ful, prepared, anticipating, content,
caring, trusting, faithful

annoyed, angry, sad, lonely, afraid,
disgusted, terrified, anxious, dis-
appointed, guilty, furious, nostal-
gic, jealous, embarrassed, devas-
tated, sentimental, ashamed, appre-
hensive

where W, € R%*? is a parameter matrix, P,,; € R% The
parameters for polarity prediction are also optimized using
cross-entropy loss:

‘Cpol = - log Ppol(p) (23)

where p denotes the truth polarity label.

2) Response Decoding: Finally, a transformer decoder is
employed to generate empathetic questions. For a given target
question response Y = [y1, - - - , yr|, the decoder generates the
hidden representation of the ¢-th token y; one by one, which
can be computed as

P(yi|y<t,C) = Decoder(H,_,, H)

Y<t

(24)

where H,, . denotes the hidden representations of the tokens
that have been generated. The standard negative log-likelihood
loss (NLL) is utilized as the response generation loss function:

T
»Cgen = - Z 1Og P(yt|y<t7 C)

t=1

(25)

3) Training Objectives: A multi-task learning framework
is employed to jointly minimize the weighted sum of three
losses:

L= 'Vlﬁgen + ’YQ»Cemo + ’73£pal (26)

where v, 2, and 3 are hyperparameters. In our experiments,
wesety; =1,v% =1,and v3 = 1.

IV. EQ-EMAC DATASET

To facilitate the research on empathetic question generation,
we construct a new empathetic question dataset called EQ-
EMAC based on the empathetic dialogue dataset X-EMAC
[53]. X-EMAC is a single-turn Chinese empathetic dialogue
dataset, where users input queries and the system generates
corresponding empathetic responses. This dataset annotates
user emotions, response strategies, and keywords related to
emotion causes.

X-EMAC annotates the response strategies for each conver-
sation, with “questioning” identified as one of these strategies.
“questioning” is a strategy that indicates listeners express
empathy to users through questions. Therefore, we initially
screened the original dataset to retain only dialogues anno-
tated with the “questioning” strategy. The retained dialogues
comprised a preliminary empathetic question dataset. Then,
we utilized the Baidu Translate API? to translate the original

Zhttps://fanyi-api.baidu.com/
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Chinese sentences in the dataset into English. Subsequently,
we performed data cleaning using manually crafted rules to
ensure dataset quality. For example, in Chinese dialogues,
there are some simple expressions not suitable for English
situations, such as “Mo-mo” (which means pat in English).
We removed or replaced these expressions to ensure conver-
sational fluency within English contexts. In addition, some
keywords in the user inputs were replaced by the keyword
slot “${keyword}”. Therefore, we inserted the keyword tags
provided in the original dataset into the keyword slots to
obtain the complete user inputs. After that, we randomly
selected 250 dialogue samples to assess their topic complexity
and grammatical accuracy, identifying potential error types.
We scrutinized the entire dataset to remove those too simple
dialogues and rectify the grammatical errors. In the end, we
obtained nearly 18,000 dialogue samples. Considering that
some dialogues have the same user input, we merged these
dialogues and finally derived 4213 dialogue samples. Each
sample preserves a user query, an emotion type, emotion cause
keywords, and replies, as shown in Table II. These dialogue
samples comprise a new empathetic question dataset, namely
EQ-EMAC.

TABLE 11
A DATA EXAMPLE FROM THE EQ-EMAC DATASET.

I am in a bad mood.

Sad

bad mood

What can I do to make you happy?

Query
Emotion

Keyword

Can you tell me why you are unhappy?

Tell me what happen?

I’'m with you, would you like to talk to me?

What’s wrong?

Repl
Py What happened recently?

Did something happen to you?

Is there anything I can do to help you?

Tell me why?

What’s on your mind?

The EQ-EMAC dataset can be utilized to assess the effec-
tiveness and generalization capability of empathetic question
generation models. It offers a set of universal empathetic
questioning examples that can be employed to investigate
effective response patterns and strategies. In our experiments,
it is used as a test set to verify the generalization capabilities
of TriKF and other baseline models.

V. EXPERIMENTAL SETTINGS
A. Datasets

The experiments were conducted on the EQT [14] and EQ-
EMAC datasets respectively. The statistics of the two datasets
are shown in Table III.

The EQT dataset consists of around 15,000 dialogues.
Each dialogue is initiated by a speaker describing his/her
situations, feelings, or thoughts. Then a listener responds with
an empathetic question based on the historical context. The
dataset provides speakers’ emotions at the conversation level,

with emotions categorized into 32 classes covering a wide
range of positive and negative sentiments. Following Rashkin
et al. [3], we partitioned the dataset into training, validation,
and test sets with a ratio of 8:1:1.

TABLE III
STATISTICS OF THE EQT AND EQ-EMAC DATASETS. Conv. Num. REFERS
TO THE NUMBER OF CONVERSATIONS, Avg. Conv. Len., Avg. Utt. Len., AND
Avg. Res. Len. REFER TO THE AVERAGE LENGTH OF CONVERSATIONS,
UTTERANCES, AND TARGET RESPONSES, RESPECTIVELY.

Statistics - EQT EQ-EMAC
Train Valid Test
Conv. Num. 14943 | 2058 1826 4213
Avg. Conv. Len. 2.57 2.53 2.53 2.00
Avg. Utt. Len. 15.31 16.81 | 18.21 6.19
Avg. Res. Len. 12.00 | 12.38 | 12.89 7.16

The EQ-EMAC dataset has been introduced in Sect. IV.
Considering its relatively small volume, in our experiments, it
is utilized as the test set to further evaluate different models’
performances. The evaluated models were first trained and
tuned using the training and validation sets of EQT and then
evaluated using the EQ-EMAC dataset.

B. Baselines

To demonstrate the effectiveness of our proposed model,
TriKF was compared with the following competitive baseline
models in our experiments. These baseline models were orig-
inally designed for empathetic dialogue generation. However,
considering that there are no efforts specially designed for the
task of empathetic question generation, they were retrained on
the EQT and EQ-EMAC datasets to generate empathetic ques-
tions. In addition, their word embeddings were all initialized
with 300-dimensional pre-trained GloVE vectors [54].

1) Transformer (Trs) [55]: A dialogue generation model

based on the original Transformer architecture.

2) Multi-Task  Transformer  (Multi-Trs) [32]: A
Transformer-based model that jointly predicts users’
emotions and generates empathetic dialogues.

3) MoEL [19]: A method that designs a specialized decoder
for each emotion and softly combines the outputs of
these decoders to generate empathetic dialogues.

4) MIME [20]: A method that utilizes polarity-based emo-
tion clusters and emotion simulation matrices to improve
empathy and contextual relevance of the generated dia-
logues.

5) EmpDG [27]: A multi-resolution adversarial framework
utilizing multi-resolution emotions and users’ feedback.

6) KEMP [15]: A model that leverages external knowledge
to construct an emotional context graph and generates
empathetic dialogues based on emotional cross-attention
mechanisms.

7) CEM [16]: A model that uses commonsense knowledge
to acquire cognitive and affective information about
users’ inputs, and leverages this additional information
to enhance the generation of empathetic dialogues.

These baselines and TriKF are all built on the Transformer
architecture. Trs refers to the original Transformer model
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without any additional modules. Multi-Trs, MoEL, MIME,
EmpDG, and KEMP generate empathetic responses by pre-
dicting and utilizing users’ emotional information only from
an affective perspective. CEM incorporates both affective and
cognitive CSK to understand users’ feelings and thoughts
better. By contrast, our proposed TriKF further introduces
objective central events to comprehensively enrich the dia-
logue contexts from the perspectives of affection, cognition,
and events, thereby enhancing the empathy and contextual
relevance of the generated questions.

C. Evaluation Metrics

1) Automatic Evaluation: We employ five automatic eval-
uation metrics to assess the performance of all the baseline
models and the proposed TriKF model. Perplexity (PPL) [56]
is a metric utilized to evaluate the performance of language
models, where a smaller PPL indicates greater accuracy and
confidence in the model’s judgment. BLEU-n [57] is a metric
originally designed for the machine translation task but also
widely adopted for the dialogue generation task. This metric
calculates the similarity between generated responses and
reference responses based on the overlap of n-gram phrase
sequences. In this study, BLEU-2 (B-2) and BLEU-3 (B-3)
are chosen to measure the quality of the generated responses.
METEOR [58] builds upon the BLEU metric by incorporating
various linguistic factors such as vocabulary matching and
synonyms to provide a more comprehensive evaluation. Addi-
tionally, we employ Accuracy (Acc) to compute the precision
of emotion prediction. A higher Acc implies more accurate
emotion predictions, indicating the model’s proficiency in
capturing user sentiments.

2) Human Evaluation: We conducted human evaluations
on the generated empathetic questions for the EQT test set
and the EQ-EMAC dataset. Firstly, we randomly selected 50
dialogues from the EQT test set and the EQ-EMAC test set
respectively to construct the sample set for human evaluation.
Next, three evaluators were recruited to assess the quality of 50
dialogues generated by each model. The human evaluation was
performed in two ways. In the first way, generated empathetic
questions from each model were scored according to three
human rating criteria (known as human ratings). Specifically,
each evaluator was required to assess the generated questions
based on three different criteria using a scale of 1-5 (with 5
being the best score): empathy (denoted as Emp., degree of
empathetic understanding of the question), relevance (denoted
as Rel., relevance of the question to the dialogue’s topic), and
fluency (denoted as Flu., expression fluency of the question).
A model’s scores corresponding to the three metrics were com-
puted by averaging all evaluators’ ratings over 50 generated
questions. In the second way, the overall performance of TriKF
was compared with those of other baselines (known as human
A/B test). In this test, evaluators were instructed to compare
the performance of TriKF with other baselines and select the
best response for each sample. Evaluators could choose the
“Tie” option if they believed that the quality of questions
generated by the two models was equal.

D. Implementation

TriKF was implemented using PyTorch. The word embed-
dings were initialized with 300-dimensional pre-trained GloVe
vectors. Therefore, the hidden layer sizes of all relevant com-
ponents were also set to 300. The coefficient hyperparameters
of the three training losses in Eq. 26 were set to 1.0, i.e.,
v1 = 1.0, 72 = 1.0, and 3 = 1.0. Adam was employed as the
optimizer with 8; = 0.9 and 32 = 0.98. The learning rate was
initialized to 0.0001 and adjusted during training according to
Vaswani et al. [55]. During the training process, the model
was equipped with an early stopping mechanism to prevent
overfitting, and its batch size was set to 16 and its minimum
number of iterations was set to 9000. All the experiments
were conducted on an NVIDIA TITAN RTX GPU with 24GB
memory.

VI. EXPERIMENTAL RESULTS
A. Automatic Evaluation

The automatic evaluation results of TriKF and the other
seven baseline models are shown in Table IV. The “EQT” col-
umn shows the experimental results of eight models evaluated
on the EQT dataset, while the “EQ-EMAC” column shows the
results of models on the EQ-EMAC dataset. When evaluated
using the EQT dataset, models were trained using the training
set of EQT and tested on its test set. Considering the relatively
small scale of the EQ-EMAC dataset, models were trained
using the EQT dataset and then tested on EQ-EMAC.

1) EQT Dataset: Trs and Multi-Trs are two models based
on the Transformer architecture. The difference between Trs
and Multi-Trs is that the latter employs multitask learning
to predict emotions in conversations, thereby incorporating
emotional features to express empathy. According to Table
IV, Multi-Trs has a decreased PPL score of 27.77 compared
with Trs. In addition, its B-3 and METEOR scores are
slightly increased, which are 1.47 and 19.55, respectively.
These observations suggest that joint emotion prediction based
on multitask learning can enhance the quality of generated
questions.

MOoEL exhibits the worst performance among all the com-
pared models with a maximum PPL score of 36.97, whereas
the other baselines’ scores are all below 31. Its B-2 and B-3
scores are also the lowest, only 3.64 and 1.21, respectively.
In terms of the METEOR metric, MoEL achieves a score
of 18.23, which is the second lowest and only surpasses
EmpDG’s 18.11. MoEL performs poorly across all metrics,
possibly due to its utilization of separate decoders for each
emotion, resulting in overly complex parameters not being
adequately trained.

MIME performs poorly in terms of PPL and Acc, with
scores of 28.07 and 27.71%, respectively. However, it achieves
the highest scores in terms of B-2 and B-3 among all the
baseline models. The good performance of MIME on B-
2/3 illustrates that simulating users’ emotions is an effective
approach for generating empathetic questions. EmpDG ex-
hibits poor performance on several metrics, including PPL,
Acc, and METEOR. This may be owing to its complex
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TABLE IV
EXPERIMENTAL RESULTS OF EIGHT MODELS EVALUATED ON THE EQT AND EQ-EMAC DATASETS.

Model EQT EQ-EMAC
PPL | [ B21 [ B-31 | METEOR 1 | Acc(%) t | PPL | | B-21 [ B-31 | METEOR 1 | Acc(%) 1

Trs 2802 | 411 | 142 19.04 - 4588 | 3.12 | 134 20.23 -
Multi-Trs | 27.77 | 407 | 147 19.55 29.03 4780 | 338 | 141 2274 9.73
MOoEL 3697 | 3.64 | 121 18.23 28.92 6393 | 3.68 | 1.78 2251 19.80
MIME | 2807 | 459 | 176 19.66 27.71 4537 | 394 | 115 19.92 25.35
EmpDG | 29.12 | 3.80 | 142 18.11 23.44 4400 | 497 | 2.69 23.24 20.22
KEMP | 2593 | 456 | 157 20.20 32.15 4296 | 193 | 0.71 24.19 10.94
CEM 3037 | 423 | 155 19.77 32.37 4652 | 592 | 341 23.20 12.32
TriKF 2513 | 510 | 1.96 21.41 34.28 3917 | 673 | 421 23.09 23.64

interactive discriminator, which cannot be sufficiently trained TABLE V

to discriminate the quality of generated empathetic questions.

KEMP and CEM are two state-of-the-art models that intro-
duce external knowledge in the empathetic dialogue generation
task. KEMP demonstrates superior performance among all the
baseline models, with the best PPL and METEOR scores
of 25.93 and 20.20, respectively. As for CEM, it achieves
a high Acc score of 32.37%, which indicates a good per-
formance in emotion prediction. However, its PPL score is
only 30.37. The poor PPL score of CEM may be due to the
inclusion of a diversity loss, which enhances text diversity but
decreases the model’s confidence in its judgment. Overall, the
strong performance of KEMP and CEM across several metrics
indicates that external knowledge can enhance the quality
of generated responses. In particular, affective knowledge
contributes significantly to performance improvement.

As a comparison, the proposed TriKF model surpasses
all the baseline models on various metrics, indicating its
comprehensive superiority in the task of empathetic question
generation. Specifically, it has the smallest PPL score of
25.13, which is 0.80 lower than the second-ranked KEMP
and 11.84 lower than the worst MoEL. Its emotion prediction
accuracy achieves the highest score of 34.28%, surpassing
the second-ranked CEM by 1.91% and the worst EmpDG by
10.84%. Additionally, TriKF exhibits the highest performance
on several metrics associated with the quality of generated
questions, e.g., B-2, B-3, and METEOR, the scores of which
are 5.10, 1.96, and 21.41, respectively. These scores exceed
those of the second-ranked models by 0.51, 0.20, and 1.21,
respectively. These results indicate that our proposed method
can generate coherent and topic-relevant questions and also
accurately recognize users’ emotions and provide empathetic
support.

2) EQ-EMAC Dataset: To evaluate the generalization ca-
pability of TriKF, we constructed the EQ-EMAC dataset
(introduced in Sect. IV) and conducted experiments based on
it. These experimental results provide substantial evidence to
demonstrate the effectiveness of the proposed TriKF.

First of all, TriKF achieves the smallest PPL score of
39.17 among all eight models, which is 3.79 lower than the
second-ranked KEMP and 24.76 lower than the worst MoEL.
TriKF also outperforms the other models on the B-2 and
B-3 metrics, surpassing the second-ranked models by 0.81
and 0.80, respectively. These gaps are even more significant

RESULTS OF HUMAN RATINGS ON THE EQT DATASET AND THE
EQ-EMAC DATASET.

EQT EQ-EMAC

Models
Emp. Rel. Flu. | Emp. Rel. Flu.
Trs 3.67 375 429 | 359 349 394
Multi-Trs | 3.74  3.74 423 | 3.62 351 390
MoEL 380 377 431 359 347 3.89
MIME 385 379 430 | 363 354 397
EmpDG 377 376 429 | 3.61 350 395
KEMP 389 383 432 | 364 351 3.89
CEM 391 380 426 | 3.64 353 3.96
TriKF 395 386 432 | 3.66 358 399

than those observed on the EQT dataset. In terms of Acc,
TriKF achieves a score of 23.64%, ranking second among
all eight models, just behind MIME, whose score is 25.35%.
Its performance in METEOR is also competitive, lower than
KEMP’s 24.19, and close to the scores of EmpDG and CEM.

Although TriKF is not the best performer on METEOR
and Acc metrics, it significantly outperforms the baselines
on all the other metrics. Specifically, TriKF achieves the best
performance on the metrics of PPL, B-2, and B-3. Especially,
its PPL score is much smaller than those of its counterparts.
For MIME, which defeats TriKF on the Acc metric, its
performance significantly falls behind on the PPL, B-2, B-3,
and METEOR metrics. For KEMP, which achieves the highest
METEOR score, its PPL and Acc scores are lower than those
of TriKF by 3.79 and 12.70%, respectively. Furthermore, it
performs the worst in terms of B-2 and B-3 among all models,
lower than TriKF by 4.80 and 3.50, respectively. From an
overall perspective, TriKF shows the best performance in the
experiment.

B. Human Evaluation

1) EQT Dataset: As illustrated in Table V, TriKF surpasses
the other baseline models across three human evaluation
criteria. In terms of fluency, the fluency of responses generated
by each model is quite satisfactory, with all scores exceeding
4. TriKF and KEMP receive the highest score of 4.32. CEM,
despite being a SOTA model, exhibits lower fluency and
generates repetitive sentences sometimes. Multi-Trs exhibits
the lowest fluency among all models, with a score as low as
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TABLE VI
RESULTS OF HUMAN A/B TEST ON THE EQT DATASET AND THE EQ-EMAC DATASET.
Models EQT EQ-EMAC
Win l Lose l Tie Win l Lose l Tie

TriKF vs Trs 447% | 18.7% | 36.7% | 38.7% | 21.3% | 40.0%
TriKF vs Multi-Trs | 40.0% | 20.0% | 40.0% | 48.7% | 26.0% | 25.3%
TriKF vs MoEL 40.7% | 28.7% | 30.7% | 44.0% | 11.3% | 44.7%
TriKF vs MIME 387% | 24.0% | 373% | 21.3% | 16.0% | 62.7%
TriKF vs EmpDG | 40.7% | 28.0% | 31.3% | 38.7% | 16.0% | 45.3%
TriKF vs KEMP 333% | 293% | 373% | 33.3% | 17.7% | 50.0%
TriKF vs CEM 34.0% | 273% | 38.7% | 28.7% | 21.3% | 50.0%

4.23, possibly due to its simplistic introduction of emotion
prediction which affects the decoding process of Transformer.
In terms of relevance, TriKF achieves the highest score of
3.86, with most of the generated questions able to discuss
the central events in conversations. CEM and KEMP also
perform well, scoring 3.80 and 3.83, respectively. Multi-Trs
and Trs exhibit the poorest performance, often generating
contextually irrelevant responses. In terms of empathy, TriKF
achieves the highest score of 3.95, indicating its ability to
effectively capture users’ emotions and generate empathetic
questions. CEM and KEMP also demonstrate strong perfor-
mance, scoring 3.91 and 3.89, respectively, indicating that the
incorporation of emotional knowledge can indeed enhance the
empathetic capabilities of models. Trs displays the weakest
empathetic ability among all models, with a score as low as
3.67, possibly due to the absence of prediction or utilization
of users’ emotions.

Table VI shows the comparative evaluation results between
TriKF and the seven baseline models. As shown in Table
VI, TriKF outperforms all baseline models in the overall
evaluation. Specifically, TriKF surpasses KEMP with 33.3%
of its responses being superior and 29.3% inferior, yielding an
overall superiority of 4.0%. Compared with CEM, 34.0% of
TriKF’s responses are superior and 27.3% inferior, resulting in
an overall superiority of 6.7%. Moreover, when compared to
Trs, TriKF exhibits a considerable advantage, with 44.7% of
its responses superior and only 18.7% inferior. These results
greatly demonstrate the TriKF’s notable superiority over all
baseline models.

2) EQ-EMAC Dataset: As shown in Table V, TriKF
exhibits good generalization capability on the EQ-EMAC
dataset. It achieves the highest scores in terms of empathy,
relevance, and fluency, with values of 3.66, 3.58, and 3.99,
respectively. According to Table IV, KEMP and MIME are
the only two baselines that surpass TriKF and achieve the
highest scores in METEOR and Acc metrics of the EQ-
EMAC test set, respectively. However, KEMP exhibits poor
performance in human evaluation metrics, lower than TriKF
by 0.02, 0.07, and 0.10 in the empathy, relevance, and fluency
metrics, respectively. Its relevance and fluency scores are only
3.51 and 3.89, the second-lowest and third-lowest among all
models. As to MIME, it achieves a competitive performance
in the human evaluation metrics of EQ-EMAC. It scores 3.63,
3.54, and 3.97 in terms of empathy, relevance, and fluency,
respectively. However, it still performs worse than TriKF on

the three metrics, whose scores are lower than those of TriKF
by 0.03, 0.04, and 0.02, respectively.

In addition, the human A/B test results of TriKF compared
to other baseline models are illustrated in Table VI. The
comparative results indicate that the question quality of TriKF
significantly surpasses that of the other models. Specifically,
compared to KEMP, TriKF produces 33.0% better responses
and only 17.0% inferior responses. Compared to MIME, TriKF
produces 21.3% better responses and only 16.0% inferior
responses. These results indicate TriKF’s outstanding perfor-
mance in the human evaluation on the EQ-EMAC test set.

TriKF outperforms all the baselines in both automatic and
manual evaluations for the EQT and EQ-EMAC datasets,
demonstrating that TriKF has excellent performance and good
generalization capability.

VII. EXPERIMENTAL ANALYSIS
A. Ablation Study for Knowledge Analysis

TABLE VII
RESULTS OF THE ABLATION STUDY FOR KNOWLEDGE ANALYSIS ON THE
EQT DATASET.

EQT Dataset
Model
PPL | | METEOR 1 [ B-21 [ B-3 1 [ Acc(%) t

“Aff. | 25.83 19.24 434 1.61 29.30
“Cog. | 26.16 21.45 5.13 1.69 34.01
“Evt. | 25.97 18.55 420 1.66 33.02
+Aff. | 25.83 19.06 438 1.69 32.48
+Cog. | 2591 19.40 429 1.34 31.33
+Evt. | 25.93 18.20 418 1.49 30.45
TriKF | 25.13 21.41 510 | 1.96 34.28

To validate the effectiveness of various types of knowledge,
an ablation study was conducted on the EQT dataset. The
models involved in this study are divided into three groups:
the first group comprises models with one type of knowledge
removed, the second group comprises models with two types
of knowledge removed, and the third group is TriKF itself
which retains all three perspectives of knowledge. Specifi-
cally, “"Aff.”, “"Cog.”, and “"Evt.” represent the models which
remove the knowledge of affection, cognition, and events
in the training process, respectively. “+Aff.”, “+Cog.”, and
“+Evt.” represent the models which only keep the knowledge
of affection, cognition, and events in the training process,
respectively. The experimental results are shown in Table VIIL.
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According to the first group of Table VII, after removing
affective knowledge, the scores in all metrics decrease to
some extent. Especially the Acc score, decreases greatly from
34.28% to 29.30%, which indicates that the introduction of
affective knowledge can significantly improve the accuracy
of the model in capturing users’ emotions. Additionally, the
declines in other metrics such as PPL and METEOR also
indicate that affective knowledge can enhance the quality of
generated questions. When cognitive knowledge is removed,
although there is a slight increase in METEOR and B-2 scores,
the scores in all the other metrics decrease. Especially after
removing cognitive knowledge, the PPL value rises by 1.03,
indicating that cognitive knowledge can effectively improve
the model’s accuracy and confidence in its judgment. When
event knowledge is removed, there is a decrease in scores
across all metrics. Especially for METEOR and B-2, the
scores of which decrease by 2.86 and 0.90, respectively. These
results suggest that event knowledge contributes to an overall
improvement in the quality of generated questions.

The second group of data in Table VII emphasizes the
importance of various types of knowledge from another an-
gle. +Aff., the model that only retains affective knowledge,
achieves the best overall performance in this group, indicating
the significance of affective knowledge in empathetic question
generation. +Cog. is inferior to +Aff. in several metrics, except
for METEOR, where +Cog. achieves a score of 19.40, sur-
passing +Aff.’s 19.06 and +Evt.’s 18.20. This result indicates
that cognitive knowledge mainly contributes to the quality
of generated questions. +Evt. performs worse than +Aff. and
+Cog. across various metrics, suggesting that event-centered
knowledge is less effective when used alone. However, when it
is used with other knowledge, as illustrated by the comparative
results between "Evt. and TriKF, event-centered knowledge
can comprehensively improve the scores in all metrics.

Based on the above analysis, each type of knowledge makes
a unique contribution to improving the model’s performance.
The model that combines knowledge from all three per-
spectives comprehensively demonstrates superior performance
compared to those leveraging only one or two types of
knowledge across all metrics.

B. Ablation Study for Module Analysis

To validate the effectiveness of each module in TriKF,
another ablation study was performed on the EQT dataset,
and the experimental results are shown in Table VIII. The
experiments in this study are categorized into four groups:
the first group comprises ablation experiments on the inte-
gration module (described in Sect. III-E1), the second group
comprises ablation experiments on the alignment module
(described in Sect. III-E2), the third group comprises the
ablation experiment on the polarity prediction, and the fourth
group comprises the experiment on the original TriKF model.
Specifically, the design of each ablation experiment is as
follows:

¢ "Enc. denotes the removal of fusion encoders from the

integration module of TriKF, corresponding to Egs. (9)-
(12).

TABLE VIII
RESULTS OF THE ABLATION STUDY FOR MODULE ANALYSIS ON THE EQT
DATASET.

Model EQT Dataset

PPL | [ METEOR 1 [ B21 [ B3 1 | Acc(%) 1

“Enc. | 26.05 21.00 503 | 1.84 32.53
“Cross | 26.30 19.70 427 | 142 35.65
“Integ. | 27.02 18.96 445 | 193 33.41
“Gate | 25.53 21.89 526 | 2.05 35.65
"MLP | 2578 20.61 489 | 215 34.83
“Aln. | 2535 19.81 457 | 1.65 33.19
“Pol. | 2524 21.17 498 | 193 32.53
TriKF | 25.13 21.41 510 | 1.96 34.28

¢ “Cross denotes the removal of cross-attention mechanisms
from the integration module of TriKF, corresponding to
Eqgs. (13)-(14).

o “Integ. denotes the complete removal of the integration
module from TriKF.

¢ “Gate denotes the removal of alignment operations be-
tween each knowledge and context from the alignment
module of TriKF, corresponding to Egs. (15)-(16).

e "MLP denotes the substitution of the MLP-based fusion
operations with a simpler linear layer in the alignment
module of TriKF, corresponding to Egs. (17)-(18).

e "Aln. denotes the complete removal of the alignment
module from TriKF. Specifically, this involves removing
the alignment operations between knowledge and con-
texts and replacing the MLP-based fusion operations with
a simple linear layer.

e "Pol. denotes the removal of the prediction for users’
emotional polarity from TriKF.

According to the first group of data in Table VIII, "Enc.
exhibits a detrimental effect on the scores across all five
metrics, particularly in Acc, where it leads to a reduction
of 1.75%. ~Cross results in reduced performance in various
metrics, especially in PPL and METEOR, the values of which
increase by 1.17 and decrease by 1.71, respectively. These
results suggest that the independent utilization of fusion en-
coders or cross-attention mechanisms can greatly contribute to
the overall performance of the model. “Integ. leads to a notable
decrease in performance across all metrics, particularly in PPL
and METEOR, which experience a substantial increase of 1.89
and a significant decrease of 2.45, respectively. These results
demonstrate that the integration module can significantly inte-
grate knowledge and conversational contexts and enhance the
quality of generated questions.

According to the second group of data in Table VIII, it is
observed that "Gate has a positive impact on the METEOR,
B-2/3, and Acc metrics. However, the PPL value increases by
0.4 after its removal, which is only 0.4 lower than the second-
ranked KEMP. This change reduces the advantage of the model
over baselines in terms of PPL. In addition, TriKF significantly
outperforms all baselines across all metrics. Although TriKF
is slightly inferior to “Gate, it still meets our expectations.
Therefore, to balance the results across multiple metrics, we
finally chose the current scheme to maintain a low PPL value.
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"MLP leads to a decrease in the PPL, METEOR, and B-2
scores, but an increase in the B-3 and Acc scores. It indicates
that the two-layer MLP network mainly improves the quality
of generated questions but may hinder emotion prediction.
“Aln. induces a certain degree of decline in performance across
all evaluation metrics. Especially in METEOR and Acc, the
scores of which decrease by 1.6 and 1.09%, respectively.
These results suggest that the alignment module effectively
aligns knowledge with dialogue contexts, acquiring a com-
prehensive contextual representation that combines multiple
types of knowledge. Furthermore, they also indicate that the
combined utilization of the gate mechanism and the MLP
network can have a more comprehensive and positive effect
compared to their independent utilization, which may result in
underperformance in certain metrics, as previously mentioned.

After removing Pol., the model’s performance exhibits a
slight decline in metrics such as PPL and METEOR, indicating
that polarity prediction contributes weakly to the quality of
generated questions. However, the Acc score decreases by
1.75% after its removal, suggesting that the introduction of
emotional polarity indeed improves the accuracy of emotion
prediction as intended.

TABLE IX
RESULTS OF THE CASE STUDY ON THE EQT TEST SET.

Context I came home, and my wife showed me a picture in
4d of our future baby, my heart speeded so fast!

Emotion Joyful

Trs Wow, that is a good thing. I am so happy for you!
how did you do?
Multi-Trs | Wow, that is so cool! how did you do?

MoEL That is a great surprise! Did you enjoy it?

MIME Wow, that is awesome. what was it?

EmpDG Oh wow, that is so exciting! How old is she?

KEMP That is so sweet. What kind of car?

CEM Wow! That is so exciting! how did it go?

TriKF I bet you were looking forward to it?

Gold Oh wow. Do you know whether it will be a boy or
girl yet?

Context I know I shouldn’t count my chicks before they
hatch, but I am feeling pretty good after that inter-
view today!

Emotion Confident

Trs That is so exciting! What kind of things do you plan
to do with your birthday?
Multi-Trs | I am sure you will not be! What subject is it?

MOoEL That is great! I am happy for you. where do you
think the went?

MIME That is good. What is your favorite?

EmpDG What is your job?

KEMP What kind of restaurant is it?

CEM That is great. What is the job?

TriKF That is great! What job is it?

Gold Oh what job was the interview for?

C. Case Study

To intuitively demonstrate TriKF’s capability in empathetic
question generation, two representative dialogues are selected
from the EQT test set for case studies, as shown in Table IX. In
the first dialogue, many baselines as well as TriKF capture the
speaker’s joyful emotion and express empathy through phrases
like “that is great”. However, all the baselines misunderstand

the central event of “I saw the picture of my unborn baby”
and result in highly inappropriate responses, such as KEMP’s
“What kind of car?”. Despite TriKF’s response differing from
the standard one, it indeed understands the speaker’s joy in the
central event. By suggesting “I bet you were looking forward to
it?”, TriKF identifies the event as something worth anticipating
and encourages the speaker to share more about his feelings
and stories. In the second example, the speaker expresses
his confidence in his interview performance. TriKF identifies
the central event as the “job interview”. It first generates an
empathetic sentence “That is great!”, then proposes a probing
question “What job is it?”. This response closely aligns with
the standard response, indicating that TriKF can accurately
generate empathetic questions. However, most baseline models
except for CEM, still demonstrate issues such as misunder-
standing the central event. These two examples demonstrate
the superiority of the proposed TriKF in generating suitable
empathetic questions.

VIII. CONCLUSION

In this paper, we introduce the task of empathetic question
generation and propose a novel framework named TriKF.
TriKF first derives commonsense knowledge from the per-
spectives of events, cognition, and affection, and incorporates
these three types of knowledge into dialogue contexts to
obtain knowledge-aware contextual representations. It then
aligns these representations with the original contexts to ensure
consistency between knowledge and contexts and reduce ex-
ternal noise. Subsequently, TriKF can effectively predict users’
emotions and generate tailored empathetic questions with these
fused contextual representations. To promote further research
in this area, we construct an empathetic question dataset
named EQ-EMAC, which consists of 4213 dialogue examples.
Extensive experiments and studies have demonstrated the
superiority of TriKF across various metrics on the EQT and
EQ-EMAC datasets.
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