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Abstract

To overcome the overfitting issue of dehazing models
trained on synthetic hazy-clean image pairs, many recent
methods attempted to improve models’ generalization abil-
ity by training on unpaired data. Most of them simply for-
mulate dehazing and rehazing cycles, yet ignore the physi-
cal properties of the real-world hazy environment, i.e. the
haze varies with density and depth. In this paper, we pro-
pose a self-augmented image dehazing framework, termed
D4 (Dehazing via Decomposing transmission map into
Density and Depth) for haze generation and removal. In-
stead of merely estimating transmission maps or clean con-
tent, the proposed framework focuses on exploring scatter-
ing coefficient and depth information contained in hazy and
clean images. With estimated scene depth, our method is
capable of re-rendering hazy images with different thick-
nesses which further benefits the training of the dehazing
network. It is worth noting that the whole training pro-
cess needs only unpaired hazy and clean images, yet suc-
ceeded in recovering the scattering coefficient, depth map
and clean content from a single hazy image. Comprehensive
experiments demonstrate our method outperforms state-of-
the-art unpaired dehazing methods with much fewer pa-
rameters and FLOPs. Our code is available at https:
//github.com/YaN9-Y/D4.

1. Introduction
Haze is a kind of natural phenomenon caused by the scat-

tering effect of aerosol particles in the atmosphere. It can
cause severe disclarity to visual content, which brings trou-
ble to both human observers and computer vision systems.
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Dehazing methods aim to remove the haze and improve the
visual quality of real-world hazy images, which can bene-
fit computer vision tasks like image segmentation [4, 38],
object detection [15, 34] on the hazy weather.

The degradation of haze effect can be formulated by
Koschmieder’s law [29, 30]:

I(z) = J(z)t(z) +A(1− t(z)), (1)

where I(z) indicates the z-th pixel of observed hazy image,
J(z) and A are the scene radiance and global atmosphere
light, respectively. Transmission map t(z) = e−βd(z) is
defined by the scene depth d(z) and the scattering coeffi-
cient β that reflects the haze density.

With the great learning capability of deep neural net-
works [12, 13], plenty of methods were proposed to solve
the image restoration tasks [3, 25, 35, 46, 48, 49], as well
as image dehazing [7, 27, 31, 36], in a supervised manner.
Through training on a large amount of synthetic hazy-clean
image pairs, supervised deep dehazing methods achieved
impressive results on specific test sets.

However, there exists a relatively large domain gap be-
tween synthetic and real-world hazy images. Dehazing
models that are solely trained on paired synthetic images
are easy to over-fitting, and generalize poorly to real-world
hazy conditions.

Since the desired real-world hazy&clean image pairs are
nearly unreachable, in recent years, many unpaired deep
learning methods were proposed to explore the dehazing
cues from unpaired training data. Among them, construct-
ing the dehazing cycle and rehazing cycle is widely adopted
[8, 9, 17, 26, 45, 50] since it provides a simple and effective
scheme for keeping content consistency while performing
domain transformation. If the hazy and clean image do-
mains can be accurately modeled, the cycle framework is
expected to gain promising performance on unpaired dehaz-
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Figure 1. Illustration of (i) previous CycleGAN-based dehazing methods, (ii) our proposed method and, (iii) the results comparison.
Compared to RefineDNet [51], our method can better remove the haze. The CycleGAN-based methods can only generate haze with fixed
density for certain clean image, and the generated haze is not consistent with the depth.

ing. However, we argue that simply inheriting the Cycle-
GAN [52] framework from unpaired image-to-image trans-
lation methods would fail to handle unpaired image dehaz-
ing tasks. Existing cycle-based dehazing methods ignore
the physical properties of real-world hazy environments, i.e.
the real-world haze varies with density and depth. As shown
in Fig. 1 (i) and (iii)-(e), CycleGAN-based methods easily
collapse to synthesizing haze with fixed density, and may
incorrectly model the haze effect, e.g. the haze should be
thicker accompanied with the increasing of scene depth.

In this paper, we propose a novel dehazing framework
termed D4, i.e. Dehazing via Decomposing transmission
map into Density and Depth, for unpaired haze synthesis
and removal. Following the hazy image formation process,
we explicitly model the scattering coefficient β and depth
map d(z) of the target scene. As shown in Fig. 1 (ii), on
the Dehzing-Rehazing branch, our model is trained to di-
rectly estimate both transmission map and scattering coeffi-
cient from a hazy image. According to the physics process
expressed in Eq. (1), scene depth and clean content then
can be derived directly. On the Hazing-Dehazing branch,
our model aims to estimate the depth information of the in-
put clean image, then synthesize hazy images with different
densities, i.e. scattering coefficients. Considering the fact
that ‘spatial-variant haze thickness provides an additional
cue for perceiving scene depth’, depth maps estimated from
hazy images act as pseudo ground truth of the depth of clean
images. Similarly, in the Hazing-Dehazing branch, the ran-
domly sampled scattering coefficients β in the Hazing step
act as pseudo ground-truth of the density predicted in the
Dehazing step.

Finally, with our novel unpaired dehazing framework,
we can (i) estimate depth maps from clean images (Fig. 1

(g)); (ii) synthesize realistic hazy images with various den-
sities (data augmentation) (Fig. 1 (h),(i)); and (iii) achieve
better dehazing performance than state-of-the-arts unpaired
dehazing methods with less parameters and FLOPs.

Overall, our contributions can be summarized as follows:
• We propose a novel unpaired dehazing framework,

which explicitly models the scattering coefficient (i.e.
density) and the depth map of hazy scenes. The pro-
posed physics-based framework largely alleviates the
ill-posed problem that existed in existing unpaired de-
hazing methods.

• Inspired by the intuition: ‘spatial-variant haze thick-
ness reflect scene depth’, our model learns to predict
depth information from hazy images. Then, with only
unpaired hazy and clean images, our model are trained
to predict depth information from clean images.

• With estimated scene depth, our model is able to gen-
erate hazy images with different thickness by altering
the scattering coefficient. Such characteristic acts as a
self-argumentation strategy for better training the de-
hazing network.

• Extensive experiments on both synthetic and real im-
ages are conducted to reveal the effectiveness of our
design. The proposed D4 framework shows clear ad-
vantages on generalization ability over state-of-the-
arts methods.

2. Related Work
This section briefly reviews previous dehazing works

closely related to ours, which are grouped into prior-based,
supervised and unsupervised learning-based methods.
Prior-based approaches. To allviate the ill-posedness of
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single image dehazing, early attempts concentrated on dis-
covering priors on haze-free images from statistic analysis
or observation. Among them, He et al. [14] proposed the
dark channel prior, which assumes that the locally lowest in-
tensity in RGB channels should be close to zero in haze-free
natural images. Zhu et al. introduced the color attenuation
prior [53], they point that the difference between the value
and saturation of pixels should be positively correlated to
the depth of scene in a linear model. In [10], Fattal discov-
ered that the values of small patches distribute largely along
a 1-D line in the RGB space. As a serious drawback, these
methods are all built upon handcrafted priors, which are not
always in line with the complex real environments.
Supervised learning approaches. Benfiting from the suc-
cess of CNNs and the development of large-scale synthetic
datasets, deep learning-based supervised methods relaxed
the limitation of handcrafted priors, and have occupied the
dominant position. For instance, [2] is the pioneer to es-
timate the transmission map from hazy images in an end-
to-end manner by constructing a convolutional neural net-
work. Ren et al. [36] proposed a multi-scale convolutional
network to predict the transmission map from coarse to fine.
However, these methods may suffer from the cumulative er-
ror when separately estimating the transmission and atmo-
spheric light. To deal with this issue, Li et al. [22] reformu-
lated Eq. (1) to simultaneously estimate the transmission
map and atmospheric light together. Moreover, a number
of methods [24, 27, 31, 32] directly estimate the clean im-
age from hazy inputs without explicitly modeling the at-
mosphere scattering model. Recently, several attempts in-
troduce the domain adaption methods into image dehazing
tasks, they aim to shrink the domain gap between synthe-
sized and real data [39, 41, 42]. Overall, although super-
vised methods have achieved remarkable performance on
synthetic datasets, they are easy to overfit to the provided
training data and generalizing poorly to other hazy images,
specifically for real-world haze.
Unsupervised learning approaches. Comparing to the su-
pervised methods, the unsupervised learning methods do
not rely on paired supervision. Some unsupervised meth-
ods can be directly trained on hazy images. For instance,
[20, 21] perform dehazing in a zero-shot manner, which
disentangle the hazy image into the clean image and other
components. [11] trains a network by minimizing a DCP-
based [14] loss on hazy images. In these methods, since the
clean images are not involved in training, the intrinsic prop-
erty of the clean image domain is not efficiently considered,
thus limit their performance.

The unpaired dehazing methods learn the dehazing map-
ping from unpaired clean and hazy images. Besides of a
few methods [47, 51] that try to disentangle the clean com-
ponent from the hazy image under GAN supervision, most
unpaired dehazing methods are based on CycleGAN with

other specific designs. For example, the CDNet [8] intro-
duces the optical model into the CycleGAN. [50] adopts
double-discriminator to stabilize the cyclic training. Cy-
cleDehaze [9] applies a Laplacian pyramid network to deal
with high-resolution images and proposes a cycle percep-
tual loss for better structure preserving. [26] uses a two-
stage mapping strategy in each branch of CycleGAN to
enhance the effectiveness of fog removal. However, these
methods usually ignore the depth information and the var-
iousness of density when generating hazy images. The ab-
sence of these factors leads to unrealistic haze generation,
which will further affect the dehazing performance. To deal
with these issues, in our proposed D4 framework, we focus
on exploring both depth information and scattering coeffi-
cient contained in hazy and clean images.

3. Proposed Method
CycleGAN [52] is a broadly adopted framework for un-

paired image-to-image translation. On one hand, the GAN
loss is employed to enforce images translating between two
domains. On the other hand, the cycle reconstruction loss
works well to maintain the content consistency. For image
dehazing, the CycleGAN-based methods [8, 9, 26] usually
contain a dehazing network and a rehazing network, which
predict the clean images and hazy images from their coun-
terparts [9]. Here, we argue that such practice may be ques-
tionable. Two crucial properties, depth and density, are ig-
nored in those methods. Consequently, the generated haze
usually lacks of realism and variousness, which further af-
fects the learning of dehazing network. To address these
issues, we proposed a novel unpaired dehazing framework
termed D4 (Dehazing via Decomposing transmission map
into Density and Depth). The overall framework and train-
ing procedures are detailed as follows.

3.1. The Overall Framework

Given a clean image set XC = {C}N1
i=1 and a hazy image

set XH = {H}N2
i=1, where N1 and N2 stand for the cardinal

numbers of the two sets. Unlike the synthetic hazy-clean
image datasets, there exists no paired information between
two sets. As shown in Fig. 2, our D4 framework consits of
three networks: the dehazing network GD, the depth esti-
mation network GE , and the refine network GR.
The dehazing network GD is trained to estimate the trans-
mission map t̂ and the scattering coefficient β̂ from a hazy
image H, which can be formulated as:

(β̂, t̂) = GD(H). (2)

According to Eq. 1, the depth map d of the hazy image can
be calculated from the estimated transmission t̂ and scatter-
ing coefficient β̂ by:

d(z) =
ln t̂(z)

−β̂
. (3)
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Figure 2. The architecture of our proposed network D4. The whole network comprises of the Dehazing-Rehazing branch and the Hazing-
Dehazing branch. Both depth and density information are considered in haze generation. Two pairs of pseudo supervision are introduced
to confirm the accuracy of estimated depth and scattering coefficient.

The depth estimation network GE aims to estimate the
depth d̂ from a clean image C, which is formulated as

d̂ = GE(C). (4)

Note that our depth estimation network GE shares the
same function as other single image depth estimation net-
works [19,33], yet we do not employ any pretrained weights
from existing depth estimators or ground truth depth super-
vision during training. In our D4 framework, network GE

is trained using the pseudo supervision from the dehazing
network GD, more details are introduced in Sec. 3.3.
The refine network GR. Different from previous
CycleGAN-based methods that directly synthesize a hazy
image from an input clean image, the proposed D4 models
the rehazing process by considering two physical properties
(density and depth). Specifically, we first derive a coarse
fake hazy image by combining a clean image, its estimated
depth and a scattering coefficient. Then, the refine network
GR works as an image-to-image translation network that
maps coarse fake hazy images to hazy images that follow
the distribution of real hazy images, i.e.

Ĥ = GR(Ĥcoarse). (5)

In other words, the proposed refine network can be regarded
as performing a conditional hazy image generation. Given
the depth and density information, the refine network aims
to generate visually realistic hazy images.

In our proposed D4 framework, both the dehazing net-
work GD and the depth estimation network GE are based on
the structure of EfficientNet-lite3 [43], and the refine net-
work GR has a UNet [37] structure. The detailed network
architectures are provided in our supplementary material.

3.2. Training Procedure

As shown in Fig. 2, the training of our D4 contains two
branches: (i) the Dehazing-Rehazing branch and (ii) the
Hazing-Dehazing branch.
The Dehazing-Rehazing branch. By feeding a hazy im-
age H into the dehazing network GD, we can obtain the es-
timated transmission map t̂, estimated scattering coefficient
β̂H and the calculated depth dH . Meanwhile, the dehazed
result ĉ can be calculated by:

ĉ(z) =
H(z)− Â

t̂(z)
+ Â, (6)

where Â is the atmospheric light estimated by the prior.
With the dehazed image ĉ, the depth estimator GE pre-

dicts the depth d̂H from it. Then, we rehaze the dehazed
image ĉ with previously estimated scattering coefficient β̂H

and the estimated d̂H . Specifically, we first derive a coarse
hazy image Ĥcoarse with the haze formation process:

Ĥcoarse(z) = ĉ(z)e−β̂H d̂H(z) +A(1− e−β̂H d̂H(z)), (7)

where we adopt the brightest pixel as the atmospheric
light A for haze generation. Then, the coarse hazy image
Ĥcoarse is processed by the refine network to obtain the fi-
nal rehazing image Ĥ = GR(Ĥcoarse).
The Hazing-Dehazing branch. In this branch, we sam-
ple a clean image C from the set XC . The depth estimation
network GE is employed to estimate the depth map d̂C from
the image C. Then, we randomly sample a βC from a pre-
defined uniform distribution. Following the same physical
process presented in Eq. 7, we derive the coarse hazy image
ĥcoarse with variable haze density, i.e.

ĥcoarse(z) = C(z)e−βC d̂C(z) +A(1− e−βC d̂C(z)). (8)
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Our fake hazy image ĥ is then synthesized by the re-
fine network GR, and is further processed by the dehazed
network GD to predict the transmission t̂C , the scattering
coefficient β̂C . Finally, we can reconstruct the clean input
using the same calculations presented in Eq. 6. It is worth
noting that, in this branch, since βC is sampled from a pre-
defined range, our hazing process can be regarded as a data
augmentation operation for the following training of the de-
hazing network.

3.3. Training Objectives

In the proposed D4 framework, we train the proposed
three networks together to perform the dehazing and rehaz-
ing cycles. Similar to CycleGANs, the cycle-consistency
loss and the adversarial training loss are employed to pe-
nalize the content consistency and data distribution, respec-
tively. Differently, we propose novel pseudo scattering co-
efficient supervision loss and pseudo depth supervision loss
for learning physical properties (density and depth) from
unpaired hazy and clean images.
Cycle-consistency loss imposes that an intermediate im-
age transferred from one domain to another should be able
to transfer back. In our D4 framework, the reconstructed
clean image Ĉ and hazy image Ĥ should be consistent with
their input counterparts C and H, respectively. The cycle-
consistency loss in our D4 can be written as follows:

Lcyc = EC∼XC
∥C− Ĉ∥1 + EH∼XH

∥H− Ĥ∥1, (9)

where ∥ · ∥1 designates the ℓ1 norm.
Adversarial learning losses evaluate whether a generated
image belongs to a specific domain. In other words, it pe-
nalizes our dehazed and rehazed images should be visually
realistic and following the same distribution as images in
training sets XH and XC . We adopt the LSGAN [28] due
to its promising stability and visual quality. For the dehaz-
ing network GD and corresponding discriminator Dc, the
adversarial loss can be expressed as follows:

Ladv(Dc) = E[(Dc(c)− 1)2] + E[(Dc(ĉ))
2],

Ladv(GD) = E[(Dc(ĉ)− 1)2], (10)

where c is real clean sample from the clean image set XC ,
ĉ is the dehazing result from GD, Dc is the discriminator
judging if the input image belongs to the clean domain. The
adversarial loss for the haze refine network GR and corre-
sponding discriminator DH is in the same form.
Pseudo scattering coefficient supervision loss penalizes
the difference between βC (the randomly sampled scatter-
ing coefficient for haze generation in the Hazing-Dehazing
branch) and β̂C (the scattering coefficient estimated from
the generated hazy image ĥ),

Lscatt = (β̂C − βC)
2. (11)

For hazy images from the training set XH , the ground truth
scattering coefficient is unavailable. Therefore, we alter-
natively adopt the randomly sampled scattering coefficients
and corresponding generated hazy images to train the pro-
posed dehazing network.
Pseudo depth supervision loss. According to the obser-
vation that ‘spatial-variant haze thickness provides an addi-
tional cue for perceiving scene depth’, we employ the depth
map dH predicted from the hazy image H as the pseudo
ground truth. Then, we train the depth estimation network
GE to estimate the depth map d̂H from the dehazed image
ĉ, i.e. d̂H = GE(ĉ). Then, we define the training loss,

Ldepth = ∥d̂H − dH∥1. (12)

Overall, the depth estimation network GE is optimized
alone by the depth loss Ldepth. The rest modules are jointly
optimized with a weighted combination of the cycle loss,
adversarial loss and pseudo scattering coefficient loss as:

Ltotal = λcycLcyc + λadvLadv + λscattLscatt, (13)

where λcyc, λadv and λscatt are the weights balancing dif-
ferent terms. In our experiments, empirically setting λcyc =
1, λadv = 0.2 and λscatt = 1 works well.

4. Experiments
4.1. Experimental Configuration

Datasets. In this work, we adopt the RESIDE [23] dataset,
I-HAZE [1] dataset and Fattal’s dataset [10] to train and
evaluate the performance of our model and other candidates.

The RESIDE dataset [23] is a widely-used large-scale
dehazing benchmark datasets which comprises of subsets
including: (i) ITS/OTS, which contains 13990/313950 syn-
thetic indoor/outdoor hazy images with ground-truth for
training. (ii) SOTS-indoor/outdoor, which include 500 syn-
thetic indoor/outdoor hazy images with ground-truth for
testing. (iii) RTTS and URHI, which both contain over 4000
real hazy images without ground-truth clean images. The
I-HAZE [1] dataset contains 35 image pairs of hazy and
corresponding haze-free indoor images. The haze in this
dataset is produced by professional haze generators. Fattal’s
dataset [10] includes 31 real hazy images without ground
truth, and it is broadly used for visual comparison.
Competitors & Metrics. We compare our method with
several state-of-the-arts dehazing algorithms. Among those
methods, some use paired data for training, including EPDN
[32], HardGAN [6], FFANet [31], DADehaze [39], and
PSD [5]. While other methods are trained without us-
ing paired data, including DCP [14], CycleGAN [52], Cy-
cleDehaze [9], DisentGAN [47], YOLY [20] and RefineD-
Net [51]. The metrics including PSNR, SSIM [44] and
CIEDE2000 (CIEDE for short) [40] are adopted to quan-
titatively evaluate the performance.
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Hazy image FFANet [31] PSD [5] YOLY [20] CycleDehaze [9] RefineDNet [51] Ours

Figure 3. Visual comparison in haze removal on samples from the SOTS-indoor, SOTS-outdoor and I-HAZE dataset. FFANet only
performs well on the first and second cases. All results of PSD, YOLY and CycleDehaze are hazy. The first, second and fourth cases of
RefineDNet are hazy and the third case is over-dehazed. Our method dehazes well on all cases.

Implementation details. In the training phase, we apply
the discriminator proposed in [16] with the patch size of
30 × 30. The Adam optimizer [18] with β1 = 0.9, β2 =
0.999, learning rate lr = 10−4, and a batch size of 2 is used
to optimize the network. All training samples are resized to
256 × 256, half of which are horizontally flipped for data
augmentation. To estimate the atmospheric light, we adopt
the method in [14] for outdoor and I-HAZE dataset. While
for synthetic indoor scenes, the brightest pixel is regarded
as atmospheric light.

4.2. Performance Evaluation
Comparisons on the benchmark dataset. To quantita-
tively evaluate the performance and the generalization abil-
ity of our D4, we first conduct experiments on the bench-

mark datasets. Specifically, we train our model and com-
parison methods on the ITS dataset. For fair comparisons,
all supervised methods utilized pair training data within the
ITS dataset, yet unpaired methods, including our D4, aban-
doned all paired information during training. Considering
the SOTS-indoor is synthesised in the same way as ITS, we
selected it as one of our test sets. While SOTS-outdoor and
I-HAZE various on the scenes and haze types, the results
on these two test sets can reflect the dehazing generaliza-
tion ability of different models. Note that, since the I-HAZE
dataset is not used for training, we adopt the entire I-HAZE
dataset for testing.

The quantitative comparisons are reported in Tab. 1. On
SOTS-indoor test set, the supervised methods HardGAN [6]
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Table 1. The quantitative comparison results on SOTS-indoor, SOTS-outdoor and I-HAZE datasets. Higher PSNR, SSIM, and lower
CIEDE2000, Params, FLOPs indicate better results. Paired and W/o Paired denote the method used or did not use paired data for training.
Since DCP is not based on DNN and YOLY needs to iteratively process on single image, the parameters of DCP and the FLOPS of YOLY,
DCP are not available. The best, second best and third best result are denoted in bold, underlined and italic, respectively.

Methods SOTS-Indoor SOTS-Outdoor I-HAZE Efficiency
PSNR↑ SSIM↑ CIEDE↓ PSNR↑ SSIM↑ CIEDE↓ PSNR↑ SSIM↑ CIEDE↓ Params (M) FLOPs (GMac)

Pa
ir

ed

EPDN [32] 25.06 0.931 4.578 20.47 0.896 8.566 15.02 0.763 14.96 17.38 4.826
FFANet [31] 36.36 0.993 1.108 20.23 0.905 6.908 12.00 0.592 20.33 4.456 288.3
HardGAN [6] 35.45 0.991 1.269 23.33 0.937 5.348 13.82 0.720 17.54 2.546 49.18

PSD [5] 15.02 0.764 13.80 15.63 0.834 12.60 15.30 0.800 14.84 33.11 182.5

W
/o

Pa
ir

ed

DCP [14] 13.10 0.699 7.404 20.15 0.919 7.613 13.10 0.699 19.04 - -
CycleGAN [52] 21.34 0.898 7.000 20.55 0.856 9.298 15.29 0.756 19.50 11.38 56.89
CycleDehaze [9] 20.11 0.854 8.761 21.31 0.899 9.481 14.69 0.751 19.05 11.38 49.16
DisentGAN [47] 21.51 0.899 7.294 18.45 0.831 12.24 14.48 0.675 16.52 11.48 57.46

YOLY [20] 15.84 0.819 12.37 14.75 0.857 15.85 14.74 0.688 15.24 32.00 -
RefineDNet [51] 24.36 0.939 4.305 19.84 0.853 8.481 13.60 0.660 17.08 65.80 75.41

Ours 25.42 0.932 3.670 25.83 0.956 4.295 15.61 0.780 14.45 10.70 2.246

Hazy image FFANet [31] PSD [5] Ours

Figure 4. Visual comparison on two real images from Fattal’s
dataset [10]. FFANet has minor effect on haze removal. PSD
causes global color distortion and over-saturation.

and FFANet [31] demonstrate their powerful fitting ability
and rank the first and second places with absolute advan-
tage. Our D4 is the best among the methods without us-
ing paired training data. In contrast, since the samples in
SOTS-outdoor dataset and I-HAZE dataset are inconsistent
with training data, the FFANet and HardGAN lose their
dominant positions. It partly reveals the overfitting issue
of supervised dehazing methods. While our D4 gets rid
of such defect and outperforms other competitors on both
datasets. Besides, we also provide several visual compar-
isons in Fig. 3. For the first and second synthetic indoor
cases, both of FFANet and our D4 can thoroughly remove
the haze while other methods remain observable haze on
the results. For the last two cases, FFANet remains dense
haze on the results. Although PSD produces brighter re-
sults, it fails to remove the haze. CycleDehaze suffers from
the color distortion and RefineDNet over-dehazes the third
case and leaves obvious haze on the last case, while our D4

successfully removes the haze without leaving obvious ar-
tifacts. All these results validate the better generalization
ability of our D4. To summarize, although our result is not

Hazy image HardGAN [6] DADehaze [39] Ours

Figure 5. Comparison on two real samples from URHI. HardGAN
and DADehaze both leave observable haze on the results.

comparable with the supervised method in SOTS-indoor,
it is outstanding among the methods without using paired
data. Considering quantitative, visual results and model ef-
ficiency in all three datasets, our method is more appealing.
Comparisons on real-world hazy images. To further eval-
uate the dehazing performance for real scenes, we conduct
experiments on the Fattal’s dataset [10] and URHI dataset.
We finetune our model on unpaired outdoor clean and hazy
images from OTS and RTTS. From indoor to outdoor, we
employ an additional hyper-parameter for adjusting trans-
mission estimator when extending to outdoor scene. For
DADehaze [39], RefineDNet [51] and PSD [5], we use their
released model which is pre-trained on real hazy images.
For FFANet [31] and HardGAN [6], we adopt the model
trained on paired synthetic images. The visual results on
Fattal’s dataset and URHI dataset are shown in Fig. 4 and
Fig. 5, respectively. From Fig. 4, we can see that FFANet
[31] has a very limited effect towards real hazy images. The
results produced by PSD [5] suffer severe color distortion.
While our method successfully removes the haze in the im-
age. In Fig. 5, results of both HardGAN [6] and DADe-
haze [39] contain residual haze, while our result is sharp
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Input GT FCRN [19] Ours

Input Light Heavy CycleGAN [52]

Figure 6. Example of depth estimation and haze generation. Com-
pared with GT and FCRN, our estimated depth is also visually
reasonable. The haze generated by CycleGAN is not consistent
with depth, while the haze from ours is more realistic and various.

and clear. This part of experiment validates that our method
generalizes well on real-world outdoor hazy images,
Results on depth estimation and haze generation. We no-
tice that without paired depth supervision, our method can
learn to predict visually reasonable depth maps from un-
paired hazy and clean images. Fig. 6 presents a few cases
of depth estimation and haze generation, from which we
can see that, although a gap between our depth estimation
and the supervised FCRN exists, our method is acceptable
without ground-truth depth information. Having the pre-
dicted depth, our network can produce more realistic and
various hazy images on both indoor and outdoor images in
comparison with CycleGAN.
The comparison on the efficiency of the method. To mea-
sure the efficiency of the networks, we make comparison on
the number of parameters, and the FLOPs of the dehazing
models. Specifically, only the dehazing part of each model
is taken into account. As shown in Tab. 1 , our model has
the lowest FLOPs and fewer parameters with a light-weight
backbone [43]. With such a light-weight model, our method
still outperforms other state-of-the-arts methods, which val-
idates the effectiveness of our design.

4.3. Ablation Study
In this part, we validate the effectiveness of our pro-

posed self-augmentation and pseudo supervision mecha-
nism. For the self-augmentation, we replace the random
generated β in the Hazing-Dehazing branch with a fixed
value, and keep other settings unchanged (denoted as w/o
Aug). For the pseudo supervision, since the pseudo β su-
pervision and pseudo depth supervision are closely tied to
each other, we have to add or remove them together. With-
out these two pseudo supervisions (w/o PS), we remove
the function of estimate β of the dehazing network GD and
change the depth estimation network GE to directly estimat-
ing the transmission map. Overall, this setting makes our

(a) Input (b) w/o PS (c) w/o Aug (d) Ours

(e) GT (f) w/o PS (g) w/o Aug (h) Ours

Figure 7. The images in (b)-(d) are the dehazed results of (a) by
different network configurations, while (f)-(h) are generated hazy
images from the clean image (e).

Table 2. Ablation study on the SOTS dataset.

Metrics SOTS-indoor SOTS-outdoor
PSNR↑ SSIM↑ CIEDE↓ PSNR↑ SSIM↑ CIEDE↓

w/o Aug 23.15 0.9126 4.975 24.08 0.9472 5.041
w/o PS 20.02 0.8509 7.315 22.95 0.9168 5.669
Ours 25.42 0.9321 3.670 25.83 0.9559 4.295

framework degrade to a vanilla-CycleGAN-liked architec-
ture. The quantitative and qualitative results are shown in
Tab. 2 and Fig. 7, respectively. From Tab. 2, we can see that
any ablation to our network causes an obvious drop in per-
formance. Fig. 7 shows intuitive visual comparisons. From
the images on the first row, we can infer that our complete
D4 removes the haze most thoroughly in comparison with
the networks without self-augmentation and pseudo super-
vision mechanism. Besides, as shown in the images on the
second row, our complete D4 generates the most realistic
hazy images. Specifically, the red boxed regions are near
to the observer, so the haze at that area should be thinner.
Such a property is more clearly reflected on the images
produced by our complete model than those by the other
configurations. The ablation study verifies that both self-
augmentation and pseudo supervision are effective.

5. Conclusion
This paper has proposed a self-augmented unpaired im-

age dehazing framework termed D4, which decomposes the
estimation of transmission map into predicting the density
and the depth map. With the estimated depth, our method is
capable of re-rendering hazy images with various densities
as self-augmentation to improve the dehazing performance
by a large margin. Extensive experiments have validated
the clear merits of our method over other state-of-the-arts
dehazing methods. However, our method also has the lim-
itation that, it usually over-estimates the transmission of
extreme bright area, which will mislead the depth estima-
tion network to predict low depth value for over-bright ar-
eas. Besides, we found that training data with low qual-
ity will make the training unstable. But it is positive that
our thought of further decomposing variables in the physi-
cal model can be extended to other tasks, like low-light en-
hancement. We hope our method can innovate future works,
especially for unpaired learning in low-level vision tasks.
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[33] René Ranftl, Katrin Lasinger, David Hafner, Konrad
Schindler, and Vladlen Koltun. Towards robust monocular
depth estimation: Mixing datasets for zero-shot cross-dataset
transfer. IEEE TPAMI, 2020. 4

[34] Joseph Redmon and Ali Farhadi. Yolov3: An incremental
improvement. arXiv preprint arXiv:1804.02767, 2018. 1

2045



[35] Dongwei Ren, Wangmeng Zuo, Qinghua Hu, Pengfei Zhu,
and Deyu Meng. Progressive image deraining networks: A
better and simpler baseline. In CVPR, pages 3937–3946,
2019. 1

[36] Wenqi Ren, Si Liu, Hua Zhang, Jinshan Pan, Xiaochun Cao,
and Ming-Hsuan Yang. Single image dehazing via multi-
scale convolutional neural networks. In ECCV, pages 154–
169, 2016. 1, 3

[37] Olaf Ronneberger, Philipp Fischer, and Thomas Brox. U-net:
Convolutional networks for biomedical image segmentation.
In MICCAI, pages 234–241, 2015. 4

[38] Christos Sakaridis, Dengxin Dai, Simon Hecker, and Luc
Van Gool. Model adaptation with synthetic and real data for
semantic dense foggy scene understanding. In ECCV, pages
707–724, 2018. 1

[39] Yuanjie Shao, Lerenhan Li, Wenqi Ren, Changxin Gao, and
Nong Sang. Domain adaptation for image dehazing. In
CVPR, pages 2808–2817, 2020. 3, 5, 7

[40] Gaurav Sharma, Wencheng Wu, and Edul N Dalal. The
ciede2000 color-difference formula: Implementation notes,
supplementary test data, and mathematical observations.
Color Research & Application, 30(1):21–30, 2005. 5

[41] Pranjay Shyam, Kuk-Jin Yoon, and Kyung-Soo Kim. To-
wards domain invariant single image dehazing. In AAAI,
volume 35, pages 9657–9665, 2021. 3

[42] Pranjay Shyam, Kuk-Jin Yoon, and Kyung-Soo Kim. To-
wards domain invariant single image dehazing. arXiv
preprint arXiv:2101.10449, 2021. 3

[43] Mingxing Tan and Quoc Le. Efficientnet: Rethinking model
scaling for convolutional neural networks. In ICML, pages
6105–6114, 2019. 4, 8

[44] Zhou Wang, Alan C Bovik, Hamid R Sheikh, and Eero P
Simoncelli. Image quality assessment: from error visibility
to structural similarity. IEEE TIP, 13(4):600–612, 2004. 5

[45] Pan Wei, Xin Wang, Lei Wang, and Ji Xiang. Sidgan: Single
image dehazing without paired supervision. In ICPR, pages
2958–2965. IEEE, 2021. 1

[46] Fuzhi Yang, Huan Yang, Jianlong Fu, Hongtao Lu, and Bain-
ing Guo. Learning texture transformer network for image
super-resolution. In CVPR, pages 5791–5800, 2020. 1

[47] Xitong Yang, Zheng Xu, and Jiebo Luo. Towards percep-
tual image dehazing by physics-based disentanglement and
adversarial training. In AAAI, volume 32, pages 7485–7492,
2018. 3, 5, 7

[48] Kai Zhang, Wangmeng Zuo, Yunjin Chen, Deyu Meng, and
Lei Zhang. Beyond a gaussian denoiser: Residual learning of
deep cnn for image denoising. IEEE TIP, 26(7):3142–3155,
2017. 1

[49] Yulun Zhang, Yapeng Tian, Yu Kong, Bineng Zhong, and
Yun Fu. Residual dense network for image super-resolution.
In CVPR, pages 2472–2481, 2018. 1

[50] Jingming Zhao, Juan Zhang, Zhi Li, Jenq-Neng Hwang,
Yongbin Gao, Zhijun Fang, Xiaoyan Jiang, and Bo
Huang. Dd-cyclegan: Unpaired image dehazing via double-
discriminator cycle-consistent generative adversarial net-
work. Engineering Applications of Artificial Intelligence,
82:263–271, 2019. 1, 3

[51] Shiyu Zhao, Lin Zhang, Ying Shen, and Yicong Zhou. Re-
finednet: A weakly supervised refinement framework for sin-
gle image dehazing. IEEE TIP, 30:3391–3404, 2021. 2, 3,
5, 6, 7

[52] Jun-Yan Zhu, Taesung Park, Phillip Isola, and Alexei A
Efros. Unpaired image-to-image translation using cycle-
consistent adversarial networks. In ICCV, pages 2223–2232,
2017. 2, 3, 5, 7, 8

[53] Qingsong Zhu, Jiaming Mai, and Ling Shao. A fast single
image haze removal algorithm using color attenuation prior.
IEEE TIP, 24(11):3522–3533, 2015. 3

2046


	. Introduction
	. Related Work
	. Proposed Method
	. The Overall Framework
	. Training Procedure
	. Training Objectives

	. Experiments
	. Experimental Configuration
	. Performance Evaluation
	. Ablation Study

	. Conclusion

