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ABSTRACT

Recent years have witnessed a growing interest in develop-
ing automatic parking systems in the field of intelligent ve-
hicle. However, how to effectively and efficiently locating
parking-slots using a vision-based system is still an unre-
solved issue. In this paper, we attempt to fill this research
gap to some extent and our contributions are twofold. Firstly,
to facilitate the study of vision-based parking-slot detection,
a large-scale parking-slot image database is established. For
each image in this database, the marking-points and parking-
slots are carefully labelled. Such a database can serve as a
benchmark to design and validate parking-slot detection al-
gorithms. Secondly, a learning based parking-slot detection
approach is proposed. With this approach, given a test im-
age, the marking-points will be detected at first and then
the valid parking-slots can be inferred. Its efficacy and ef-
ficiency have been corroborated on our database. The la-
beled database and the source codes are publicly available at
http://sse.tongji.edu.cn/linzhang/ps/index.htm.

Index Terms— Parking assistance systems, parking-slot
detection, AdaBoost, decision tree

1. INTRODUCTION

An automatic parking system starts by target position des-
ignation. To resolve this problem, various solutions have
been proposed and they roughly fall into two categories,
infrastructure-based ones and in-vehicle sensor-based ones.

A typical infrastructure-based method usually resorts to a
pre-built map and infrastructure-level sensors [1]. Obviously,
the infrastructure-based methods have an advantage of man-
aging all parking-slots; however, they may not be applicable
in a short time due to the requirement of additional hardware
installation on current parks and vehicles.

When the infrastructure is not available, the PAS may
need to depend on an in-vehicle sensor-based method to i-
dentify an appropriate parking space. These methods can be
categorized into two groups, the free-space-based ones and
the parking-slot-marking-based ones. A free-space-based ap-
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proach designates a target position by recognizing a vacan-
t space between adjacent vehicles. This is the most widely
used approach as it can be implemented using various range-
finding sensors, such as ultrasonic sensors [2, 3], laser scan-
ners [4], short-range radars [5, 6], etc. However, the free-
space-based approach has an inherent drawback in that it can-
not find free spaces when there is no adjacent vehicle and
its accuracy depends on the positions and poses of adjacent
vehicles. Parking-slot-markings refer to the regular line seg-
ments painted on the ground, indicating the valid areas for
parking. Unlike the free-space-based approaches, a parking-
slot-marking-based approach finds parking spaces by recog-
nizing visual slot-markings and thus its performance does not
depend on the existence or poses of adjacent vehicles. More-
over, slot-markings can provide more accurate parking infor-
mation than “free-space”. For these reasons, the parking-slot-
marking-based approach has began to draw a lot of attention
recently in the field of parking space detection, which is also
our focus.

1.1. Related work

In this paper, we focus on how to detect parking-slots from a
surround-view image. Representative work in this area will
be reviewed here.

The research in this area started from Xu et al’s pio-
neer work [7]. In [7], Xu et al. claimed that the colors of
parking-slot’s markings are quite uniform and different from
the background and thus they trained a neural-work to seg-
ment parking-slot-markings. Then, they estimated two per-
pendicular lines as the parking-slot contour. The drawback of
this simple parking-slot model is that the type (perpendicu-
lar or parallel) of the parking-slot cannot be obtained. In [8],
Jung et al. presented a one-touch method that recognizes the
line segments of a parking-slot by checking the directional
gradient based on a manually designated point inside the tar-
get parking-slot. Since this method can handle only a single
type of parking-slot, Jung et al. [9] extended it to a two-
touch method that can recognize various types of parking-
slots based on two manually designated points. The apparent
drawback of the methods in [8] and [9] is that they are not ful-
ly automatic. Fully automatic parking-slot detection methods
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Fig. 1. (a) and (b) are two surround-view images taken from
two typical parking sites. (a) is taken from an underground
parking site while (b) is taken from an outdoor parking site.
Parking-slots in (a) are perpendicular while the ones in (b)
are parallel. Yellow circular marks indicate the positions of
marking-points.

are developed along two main streams, line-based ones and
corner-based ones, based on the primitive visual features they
extract. Hough transform, Radon transform, and RANSAC
(RANdom SAmpling Consensus) are commonly used tech-
niques to detect parking-lines [10, 11, 12] while the Harris
corner detector is usually adopted by corner-based approach-
es to detect corners on a surround-view image [13, 14]. When
the primitive features are ready, semantic parking-slots can be
inferred from them.

1.2. Our motivations and contributions

Having investigated the literature, we find that in the field of
vision-based parking-slot detection, there is still large room
for further improvement in at least two aspects. Firstly, n-
early all the existing state-of-the-art methods in this field are
based on low-level visual features, such as lines and corners,
detected by some low-level vision algorithms. These features
actually are not quite distinguishable and even worse, they are
unstable and unrepeatable to changes in environment aroused
by noise, clutter, or illumination variation. Hence, how to
efficiently and accurately detect parking-slots using vision-
based methods in uncontrolled environment is still a great
challenge. Secondly, vision-based parking-slot detection is
actually a “pattern classification” problem. To cope with such
a problem, a publicly-available large-scale benchmark dataset
is desired, which in fact is indispensable for researchers to
design and compare the detection algorithms. Unfortunately,
such a dataset is still lacking in this area.

In this work, we attempt to fill the abovementioned re-
search gaps to some extent. Our contributions in this paper
are summarized as follows:

(1) A data-driven learning-based approach, PSDp,
(Parking-Slot Detection based on Learning), is proposed for
parking-slot detection. Given a surround-view image, PSD,
detects the marking-points using a pre-trained detector at first
and then infers the valid parking-slots from them. Marking-
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points are defined as the cross-points of parking-lines. Exam-
ples of marking-points are shown in Fig. 1. The advantage of
PSDy, over the existing parking-slot detection methods are
twofold. Firstly, PSDy, is built upon marking-point patterns,
which are more distinguishable and stable than primitive vi-
sual features, such as lines or corners. Secondly, for detecting
marking-points, PS Dy, adopts a data-driven learning-based
strategy, which is much more robust to changes of imag-
ing conditions than the low-level vision algorithms. To our
knowledge, our work is the first to use learning-based tech-
niques to detect visual patterns in the field of parking-slot
detection. PSDy, can detect both the perpendicular and the
parallel parking-slots. Besides, it can work equally well in
indoor and outdoor environments. Its efficacy and efficiency
have been thoroughly evaluated in experiments.

(2) To facilitate the study of parking-slot detection, we
have established a large-scale benchmark dataset and will
make it publicly available. This dataset comprises 8600
surround-view images collected from typical parking sites
with our experimental car and all the images are manually
labeled with care. Such a dataset can be employed for train-
ing and testing new parking-slot detection algorithms. Please
refer to Sect. 4 for more details about this dataset.

The remainder of this paper is organized as follows. Sec-
tion 2 presents the steps to generate the surround-view image.
Section 3 introduces our novel approach for parking-slot de-
tection. Experimental results are presented in Section 4. Fi-
nally, Section 5 concludes the paper.

2. SURROUND-VIEW GENERATION

The parking-slot detection algorithm is applied on the
surround-view image. Thus, in this section, we briefly in-
troduce the steps for surround-view generation.

On our experimental car, 4 low-cost fish-eye cameras are
mounted. From these camera inputs, a 360° surround-view
image around the vehicle can be synthesized.

Actually, the surround-view is the composite view of the
four bird’s-eye-views. The key step for generating the bird’s-
eye-view image is to build an off-line lookup table Ts_, F,
mapping a point X on the bird’s-eye-view image to a posi-
tion xz on the input fish-eye image. To determine Ts_, F,
we need to determine Pg_,y the transformation matrix from
the bird’s-eye-view coordinate system to the world coordi-
nate system, Pyy ¢y the transformation matrix from the world
coordinate system to the undistorted input image coordinate
system, and Ty, p the lookup table mapping a point on the
undistorted input image to a position on the original fish-eye
image. Pp_,y is a similarity transformation matrix, which
can be determined straightforwardly if the size of the bird’s-
eye-view image and the corresponding physical visible range
are determined beforehand. Py _,r; is a homography matrix
which can be determined via a calibration field [10]. The dis-
tortion coefficients of the fish-eye camera can be estimated by
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Fig. 2. The relations among the coordinate systems involved
in surround-view generation.

a standard calibration process [15] and accordingly the map-
ping table Ty, p can be obtained. When the matrices Pp_, 1
and Py _, 7, and the mapping table Ty, ¢ are ready, the map-
ping table T'z_,  can be finally determined.

Fig. 2 illustrates the relationships among the coordinate
systems involved in bird’s-eye-view generation. In Fig. 3
we show an example for surround-view generation. Figs.
3(a)~3(d) are four fish-eye images and Fig. 3(e) is the
surround-view image synthesized from Figs. 3(a)~3(d).

3. PSDr: A LEARNING BASED APPROACH FOR
DETECTING PARKING-SLOTS

In this section, our proposed parking-slot detection approach
PS Dy, will be presented in detail. It is designed to detect typ-
ical perpendicular and parallel parking-slots as illustrated in
Fig. 4. PSDy, actually comprises two components, marking-
points detection and parking-slot inference.

3.1. Marking-point detection

A marking-point pattern refers to a local image patch centered
at a cross-point of parking-line segments, as indicated by the
yellow circular marks in Fig. 4. To detect marking-point pat-
terns, a binary classifier is designed, which takes a local image
patch as input and outputs a binary value indicating whether
the input is a marking-point pattern or not. Based on the la-
beled benchmark dataset (see Sect. 4 for details), the pos-
itive training samples can be simply extracted from labeled
surround-view images while the negative training samples are
extracted using a bootstrapping process during training.

To train the marking-point detector, features and the clas-
sifier model need to be determined. With respect to features,
three types of features are used, including the normalized in-
tensity, the gradient magnitude, and the oriented gradient his-
tograms [16]. For classifier, we adopt the popular AdaBoost
framework. A boosted classifier H consisting of M weak clas-
sifiers can be represented as,

M
H(x) =Y orhi(x) M
t=1

where each h; is a weak classifier and «y is its associated
weight. x is classified as positive if H(x) > 0 and H(x)
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Fig. 3. Images (a)~(d) are captured from the front, the left,
the back, and the right fish-eye cameras, respectively. (e) is
the surround-view image synthesized from (a)~(d).

Fig. 4. Typical types of parking-slots that the proposed algo-
rithm PS Dy, can detect.



T ikl

Fig. 5. Directions of the marking-point patterns.

Fig. 6. Marking-point detection results on two typical
surround-view images.

serves as the confidence. In terms of the weak classifier, we
use the shallow decision tree. The training is conducted in
several stages and after each stage a bootstrapping process is
performed to extract negative samples for the next stage.

At the detection stage, if the base AdaBoost classifier is
utilized, it would be quite slow. A cascade structure is a com-
mon way to reduce the computational burden of evaluating
a complex classifier over an entire image [17]. To simplify
training, we use the “constant soft-cascade” strategy [18] in-
stead of a real cascade structure. During training, for the node
i of the tree h;, we record its weighted log-ratio defined as,

1
= iat In

Di
1—pi

li @
where p; is the ratio of positive samples to all the samples
reaching this node. [} can measure the “positiveness” of
samples reaching the node i of the tree h;. At the testing
stage, when a testing sample t reaches a node whose associ-
ated weighted log-ratio is smaller than a pre-defined constant
threshold 6, the testing stops.

Another issue needs to be considered is that since
marking-point patterns can be of any directions, a single de-
tector would not be accurate enough. Thus, we train mul-
tiple detectors, each of them being responsible for detecting
marking-point patterns whose directions are within a specif-
ic range. To keep the balance between the detection accu-
racy and the speed, we train 4 detectors {det; }j=1 and det;
is responsible for detecting marking-point patterns whose di-
rections are within the range [f%ﬁ +55h,-5+3 j]. For
training multiple detectors, when we label positive samples
of marking-point patterns, their directions are also labeled be-
sides their positions. The directions of marking-slot patterns
are labeled in a way as illustrated in Fig. 5. When positive im-
age patches are extracted, they are at first rotated to make their
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Fig. 7. If P, P, is a valid parking-slot entrance-line, the local
image patterns around P; and P, should satisfy the pattern
models (a) or (b). In (a), the parking-slot is at the clock-
wise side of P; P» while in (b) the parking-slot is at the anti-
clockwise side of P Ps.

Fig. 8. Six Gaussian line templates are used to examine the
local image patterns around the marking-points P; and P

directions equal to 0. To train det;, we rotate each positive
image patch with a set of angles {5 + %rk}iil, where
7) is a random number uniformly distributed over [—1, 1] and
K defines the number of possible rotations. It can be known
that if N positive samples are labeled, there will be KN posi-
tive samples for training det ;.

In Fig. 6, marking-point detection results on two typical
surround-view images are shown.

3.2. Parking-slot inference

Having detected the marking-points, we then can infer valid
parking-slots from them based on some rules.

Given two marking-points P, and P,, we need to check
whether the line P; P> can be a lfﬂgd entrance-line of a
parking-slot. At first, the length of P; P, should satisfy some
length constraints obtained from the prior knowledge. Then,

Fig. 9. P, P, and P, P; are two entrance-line candidates for
two perpendicular parking-slots while P; P; is an entrance-
line candidate for a parallel parking slot. Actually, P, Ps is
invalid and should be removed.



we check whether the image patterns around P; and P, con-
form to the parking-slot model. By examining the ideal
parking-slot models shown in Fig. 4, it can be seen that to be
a valid parking-slot entrance-line, image patterns around P;
and P; should conform to one of the pattern models shown in
Fig. 7. Inspired by this analysis, we propose to use Gaussian
line templates to check the image patterns around P; and Ps.
6 Gaussian line templates are used and their positions and ori-
entations relative to P, and P, are illustrated in Fig. 8. By
checking the 6 responses 7;~7g with a set of simple rules,
whether P; P can be a valid entrance-line can be determined.
Besides, whether the parking-slot is at the clockwise side or
the anti-clockwise side of P; P can also be determined. The
checking-rules are summarized in Table 1.

Table 1. Checking-rules for determining the validity of P; P,
for being an entrance-line and the parking-slot orientation

t is a predefined threshold;
Ifry >>rgandry >> rgand ry >> rg and r5 >> rg
andr; >tandry >tandry >tandrs >t
Pl—P; is an entrance-line candidate;
The parking-slot is on the clockwise side of }TP;;
elseif r3 >>ryandry >>ryandrg >> rqyand rs >> 1y
andrs3 >tandry >tandrg > tandrs >t
]?P; is an entrance-line candidate;
The parking-slot is on the anti-clockwise side of P1—P2> ;
else
]TP; is not an entrance-line candidate.

After completing the abovementioned steps, we can get
a set of “entrance-line” candidates. However, there is one
case that they may contradict with each other as illustrated
in Fig. 9. In Fig. 9, P, P, and P, Ps are two entrance-line
candidates for two perpendicular parking-slots while F”lon is
an entrance-line candidate for a parallel parking slot. Actu-
ally, ]TP;: is an invalid entrance line. So, we postprocess
the entrance-line candidate set by removing the ones with
marking-points on them to annihilate contradictions.

Finally, valid entrance-lines are remained, each of which
represents a valid parking-slot. Their information is then sent
to the path-planning module.

4. EXPERIMENTAL RESULTS

4.1. Benchmark dataset

We have established a large-scale benchmark dataset, in
which surround-view images were collected from typical un-
derground and outdoor parking sites. This dataset comprises
two subsets, the training set and the testing set. In training
set, we labeled 5100 images for extracting positive patterns
and 2400 images for extracting negative samples. For each
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Fig. 10. Marking-point detection results by using different
methods.

marking-point pattern, we marked its center and its local ori-
entation (as illustrated in Fig. 5). Altogether, we have 13,364
positive samples. Testing set has two parts, Part]l and Part2.
Partl contains 600 labeled images and is used for testing the
accuracy of a marking-point detection algorithm. Part2 con-
tains 500 labeled images and is used for testing the final ac-
curacy of a parking-slot detection algorithm.

4.2. Evaluation the performance of marking-point detec-
tion

In this experiment, we evaluated the performance of our
marking-point detection algorithm and also compared it with
the other two classical methods in the field of object detec-
tion, HoOG+SVM [19] and V] [17]. Partl of the test set was
used in this experiment.

We plot miss rate against false positives per image (FPPI)
using log-log plots by varying the threshold on detection con-
fidence. The plots are shown in Fig. 10. As recommended
in [20], we use the log-average miss rate (LAMR) to summa-
rize detector performance, computed by averaging miss rate at
nine FPPI rates evenly spaced in log-space in the range 102
to 109, Log-average miss rates achieved by different methods
are also shown in Fig. 10.

From the results shown in Fig. 10, it can be seen that
for the task of marking-point detection, our proposed method
can achieve much higher accuracy than the other two widely
used methods in the field of object detection. Specifically,
the LAMR of our approach is 21.22% while the LAMRs of
HOG+SVM and V] are 33.64% and 43.24%, respectively.

4.3. Evaluation the performance of parking-slot detection

In this experiment, the detection accuracy of our proposed
parking-slot detection algorithm PSDj was evaluated on
Part2 of the test set. We use the precision-recall rates as the



performance measure, which are defined as,

true positives
true positives+ false positives
true positives
true positives+ false negatives

precision =

3

recall =

Each labeled parking-slot is represented as P.S;
{P{, P}, o'}, where P{ and Pj are the coordinates of the t-
wo marking-points forming the entrance line and o* repre-
sents the parking-slot’s orientation. If of is 1, it means that
the parking-slot P.S; is at the clockwise side of ITP; ; if o
is -1, it means that P.S; is at the anti-clockwise side of P; Ps.
In Part2 test set, there are 761 labeled parking-slots. Sup-
pose that PSy = {Pld, P4, od} is a detected parking-slot and
PS; = {Pll, P}, ol} is a labeled ground-truth parking-slot. If
P¢ and P§ match with P} and P} within a threshold and o?
is equal to o', we regard P.S; as a true positive.

With our experimental settings, the number of true posi-
tives is 703, the number of false negatives is 58, and the num-
ber of false positives is 8. Accordingly, the precision rate is
equal to 98.87% and the recall rate is equal to 92.38%. PSDy,
was implemented in C++ and tested on an industrial comput-
er with a 2.4 GHZ Intel Core i5 CPU and 4G RAM. It can
process 20~25 surround-view image frames per second.

5. CONCLUSIONS AND FUTURE WORK

In this paper, we made two contributions to the field of vision-
based parking-slot detection. Firstly, we collected and la-
beled a large-scale surround-view dataset and have made it
publicly available. Such a dataset will for sure benefit the s-
tudy of parking-slot detection. Secondly, we proposed a nov-
el learning-based parking-slot detection approach PSDy,. Its
high efficacy and efficiency have been corroborated by exper-
iments and it has already been deployed in practice on our
experimental car. In near future, we may resort to deep neural
networks to improve the performance of our detector.
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