
MaGo-I2P: Image-to-Point Cloud Registration with Mamba and
Geometry Recovery

Yunda Sun
School of Computer Science and Technology

Tongji University
Shanghai, China

sunyunda@tongji.edu.cn

Lin Zhang∗
School of Computer Science and Technology

Tongji University
Shanghai, China

cslinzhang@tongji.edu.cn

Abstract
Estimating the relative poses between images and point clouds is a
fundamental problem in multi-sensor fusion, with extensive appli-
cations in tasks such as robot localization and navigation. However,
existing methods fall short in registration accuracy and efficiency
due to the modality gaps and resource-consuming backbones. To
address these issues, we propose the first Mamba-based I2P regis-
tration framework called MaGo-I2P. On the one hand, MaGo-I2P re-
covers the geometric structure of images through depth estimation,
thereby constructing an implicit 3D representation of the image
scene to alleviate themodality gap between images and point clouds,
facilitating cross-modal feature extraction. On the other hand, un-
like transformer-based backbones applied in existing methods, a
Mamba-based backbone with linear time complexity is utilized in
our MaGo-I2P. Such a backbone allows our method to possess both
context-aware capability and fast inference speed. In addition, by
adopting a coarse-to-fine matching strategy, MaGo-I2P eliminates
outlier matches by progressively narrowing the matching region,
establishing more accurate 2D-3D correspondences. Experiments
on KITTI Odometry and Oxford Robotcar datasets suggest that
our method achieves state-of-the-art registration accuracy while
maintaining high-efficiency. Meanwhile, we also demonstrate the
application potential of MaGo-I2P in LiDAR-camera calibration
through qualitative experiments. The source code will be released
at https://cslinzhang.github.io/MaGo-I2P.

CCS Concepts
• Computing methodologies→ Vision for robotics.

Keywords
Image-to-point cloud registration, Cross-modal learning, Multi-
sensor fusion, Cross-modality correspondence retrieval.

ACM Reference Format:
Yunda Sun and Lin Zhang. 2025. MaGo-I2P: Image-to-Point Cloud Regis-
tration with Mamba and Geometry Recovery. In Proceedings of the 2025

∗Corresponding author

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
ICMR ’25, Chicago, IL, USA
© 2025 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 979-8-4007-1877-9/2025/06
https://doi.org/10.1145/3731715.3733379

International Conference on Multimedia Retrieval (ICMR ’25), June 30-July 3,
2025, Chicago, IL, USA. ACM, New York, NY, USA, 9 pages. https://doi.org/
10.1145/3731715.3733379

1 Introduction
Image-to-point cloud (I2P) registration is a fundamental and chal-
lenging problem in robot localization and navigation. It refers to
determining the relative poses between images and LiDAR point
clouds [1]. In robot systems with limited computational resources,
it is crucial for an I2P registration framework to possess not only
fast and accurate pose inference but also be compatible with low-
resource devices.

Modality gaps between images and LiDAR point clouds are the
key factor hindering the improvement of I2P registration accuracy.
Specifically, images cannot capture the scene’s geometric structure,
whereas LiDAR point clouds provide rich 3D information. Such
modality gaps pose a challenge in 2D-3D matching [16, 35]. To
alleviate these gaps, some methods [14, 26] attempt to construct an
aligned feature space to extract cross-modality features of images
and point clouds, thereby enhancing the semantic correlation be-
tween features. Nevertheless, the alignment of the feature space
still cannot mitigate the geometric misalignment between images
and point clouds.

The selection of backbones determines the efficiency and accu-
racy of establishing 2D-3D matching. Generally, existing methods
model the I2P registration as a PnP problem [31]. They establish
2D-3D correspondences between images and point clouds and es-
timate the poses based on these correspondences [6, 13]. Usually,
2D-3D correspondences are established based on 2D/3D features
extracted by CNN/Transformer-based backbone [12, 14, 26, 39].
However, both CNN-based and Transformer-based methods have
their drawbacks [20, 37]. The former’s weak feature extraction ca-
pability leads to time-consuming pose optimization, while the latter
requires a large amount of GPU memory, as illustrated in Fig. 1
(a). Neither type of backbone is friendly to low-resource devices,
making it important to design an inference-efficient backbone that
does not demand a large amount of memory for the I2P registration
task.

To address these challenges, we proposeMaGo-I2P, an Image-
to-Point cloud registration framework with Mamba and Geometry
recovery. MaGo-I2P combines the efficient inference of the Mamba
[9] with the geometric recovery capability of the image depth es-
timation [33], enabling fast and accurate pose estimation without
excessive computational resource consumption. Specifically, by
utilizing Mamba with linear time complexity, our MaGo-I2P can
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Figure 1: The characteristics of MaGo-I2P. (a) Compared to
other methods, our MaGo-I2P strikes a balance between the
pose estimation speed and the GPU memory usage, making
it a low-resource device-friendly approach. (b) By employing
geometric recovery, themodality differences between images
and point clouds are alleviated, enhancing pixel-to-point
matching.

achieve more efficient feature extraction with lower GPU mem-
ory. Additionally, in order to align the image and point cloud in
terms of geometric structure, MaGo-I2P proposes to leverage the
image depth estimation module to generate pseudo-RGBD data,
which effectively alleviates the modality gaps, as illustrated in Fig.
1 (b). Our MaGo-I2P is evaluated on two large outdoor datasets of
different point cloud densities, and its efficiency and accuracy are
demonstrated.

Our main contributions are summarized as follows:
• We propose the first Mamba-based I2P registration frame-
work namedMaGo-I2P. By introducing aMamba-based back-
bone, our method can extract features with a linear time
complexity.

• We propose to alleviate the modality gaps by generating
pseudo-RGBD data, which aligns the geometric structure
of images and point clouds, thereby improving the 2D-3D
matching accuracy.

• We conducted extensive experiments on KITTI Odometry
and Oxford Robotcar, demonstrating that MaGo-I2P outper-
forms other state-of-the-art methods in registration accuracy,
pose inference speed, and memory usage. Additionally, we
collected data using a custom-built device, showcasing the
application potential of MaGo-I2P in LiDAR-camera calibra-
tion.

2 Related Work
2.1 CNN-based I2P Registration
Driven by intra-modality registration (image registration [8, 27, 32]
and point cloud registration [3, 18]), CNN-based I2P registration
methods utilize convolutional neural networks for cross-modal
representation of images and point clouds [5, 31]. They first extract
keypoints [21, 38] from images and point clouds separately, then
employ neural networks to learn cross-modal descriptors of these
keypoints. Based on these descriptors, the 2D-3D correspondences
are established via feature matching. These methods rely on the
complex hand-crafted features, without mitigating the modality

gaps between images and point clouds, hence resulting in poor
registration performance.

2.2 PointNet-based I2P Registration
Various PointNet-based I2P registration approaches [11, 14, 26] have
been proposed recently. Typically, PointNet [2] and its variants [25]
are the dominant methods for point cloud feature extraction. By
leveraging 2D backbone [10] and PointNet [2], PointNet-based I2P
registration approaches avoid hand-crafted feature extraction and
incorporate both feature extracting and matching into the deep
learning framework. Moreover, these methods utilize attention [30]
to fuse the features of images and point clouds, allowing for the
acquisition of cross-modal feature representations. Although these
methods alleviate modality differences to some extent and ensure a
sufficient number of 2D-3Dmatches, their registration accuracy and
computational speed remain unsatisfactory due to time-consuming
pose estimation and matching outliers.

2.3 Transformer-based I2P Registration
Inspired by the progress of transformers [30] in point cloud analy-
sis, some researchers attempt to apply the transformer [30, 37] to
I2P registration tasks. Transformer-based I2P registration methods
benefit from the contextual awareness of transformers and improve
the quality of 2D-3D matches. Some representative studies are re-
viewed here. VP2P-Match [39] uses point transformer [37] as the
3D backbone and contracts a triplet network to learn a structured
cross-modality latent space. Furthermore, building upon an encoder-
decoder architecture, 2D3D-MATR [15] introduces a multi-scale
matching framework for 2D-3D matches and achieves excellent
performance in matching images with dense RGBD point clouds.
EP2P-Loc [12] leverages swin transformer [20] and fast point trans-
former [23] as the 2D and 3D backbones, taking in LiDAR sub-maps
and images as input to achieve visual localization. However, the
complexity of the transformer is quadratic, bringing significant
computational cost, which is not friendly to low-resource devices.

Therefore, in this work, we focus on designing an I2P registration
framework that is not only friendly to low-resource devices but
also possesses high-precision 2D-3D matching capabilities.

3 Method
3.1 Overview
Given an RGB image I ∈ R𝑊 ×𝐻×3 and a LiDAR point cloud P ∈
R𝑁×3 which are collected from the same scene, the objective of
I2P registration is to estimate the relative rigid transformation
{T = [R|t] |R ∈ 𝑆𝑂 (3), t ∈ R3} between them. A traditional
I2P registration pipeline first establishes correspondences M =

{(u𝑖 , p𝑖 ) |u𝑖 ∈ R2, p𝑖 ∈ R3} between 3D points and 2D pixels, and
then estimates the transformation by minimizing the 2D projection
error:

T∗ = argmin
T

∑︁
u𝑖 ,p𝑖 ∈M

∥O(K,T, p𝑖 ) − u𝑖 ∥2, (1)

where O is the projection function from 3D space to image plane
and K ∈ R3×3 is the intrinsic matrix of the camera. Although Eq. 1
can be solved by PnP-RANSAC algorithm [6, 13], the solution can
be erroneous due to inaccurate correspondences.
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Figure 2: Overview of MaGo-I2P. MaGo-I2P comprises three components: the pseudo-RGBD image generation module, the
Mamba-based 3D backbone and the coarse-to-fine 2D-3D matching strategy. First, the modality gaps between images and
point clouds are alleviated by generating pseudo-RGBD images. Next, a 2D backbone and Mamba-based 3D backbone are
used to extract features of images and point clouds, respectively, and cross-modal feature embedding is performed. Finally,
pixel-to-point correspondences are obtained through coarse-to-fine 2D-3D matching. Based on these correspondences, the pose
is iteratively solved by PnP with RANSAC.

To establish accurate 2D-3D correspondences and be compatible
with low-resource devices, we propose MaGo-I2P. First, it recovers
image depth using an off-the-shelf image depth estimation module
to alleviate the modality gaps between images and point clouds
(Sec. 3.2). Next, an effective Mamba-based backbone is employed
to extract cross-modal features from images and point clouds (Sec.
3.3). Finally, accurate 2D-3D correspondences are established based
on a coarse-to-fine matching strategy (Sec. 3.4). Fig. 2 provides an
overview of our framework.

3.2 Pseudo-RGBD Image Generation
Due to perspective projection, the 2D images captured by the cam-
era lose depth information, which poses a challenge for establishing
pixel-to-point correspondences. To address this issue, we propose
recovering the depth of the image to alleviate the geometric mis-
alignment between the point cloud and the image. Specifically, an
off-the-shelf depth estimation model F𝑑 is leveraged to generate
pseudo-RGBD images I𝑑 ∈ R4×𝑊 ×𝐻 .

I𝑑 =

(
I

F𝑑 (I)

)
. (2)

Then, pseudo-RGBD features are extracted through a 2D backbone
[10] and the details are introduced in Sec. 3.3.

Fig. 3 illustrates the features extracted from RGB images and
pseudo-RGBD images. The warmth or coldness of the colors in the
image indicates the probability of matching the point cloud. It can
be seen that after introducing the depth estimation, the pseudo-
RGBD features has a stronger response to the point cloud.

3.3 Cross-modality Feature Embedding
Given a pair of pseudo-RGBD image and point cloud, two modality-
specific backbone networks are adopted for feature extraction. Then
feature fusion is used to enhance the cross-modal representation
ability of features.

Image features with 

geometry recovery

Image features without 

geometry recovery

Figure 3: Comparison of extracted image features before and
after geometry recovery. The warmer the color, the higher
the probability of matching.

2D Backbone. For the image, ResNet [10] is used as the 2D
backbone F2𝐷 to generate multi-scale image features,

F𝐼 , F𝐼𝑔 = F2𝐷 (I𝑑 ), (3)

where F𝐼 ∈ R𝐻 ′×𝑊 ′×𝐶 represents the image features at matching
resolution, while F𝐼𝑔 ∈ R1×𝐶 represents the global features. The
former is used for matching at fine levels, while the latter is used
for coarse-level matching.

Mamba-based 3D Backbone. Building on the pioneer works
[4, 9, 17, 19], a Mamba-based 3D backbone is designed for extracting
point cloud features. Specifically, this backbone consists of three
main components: point tokens generation, Mamba encoder, and
point-wise feature extraction.

For point tokens generation, we follow the approach of previous
work [17], using FPS (Farthest Point Sampling) and KNN to generate
keypoints from P. Then, these keypoints are mapped into feature
space by a lightweight PointNet [2] to generate the final point
tokens Z ∈ R2𝑛×𝐶̃ , where 𝑛 is the number of tokens.

After obtaining Z, Mamba encoder [9] F𝑚 is leveraged to extract
the features of input tokens,

F𝑧 = F𝑚 (Z), (4)

where F𝑧 ∈ R2𝑛×𝐶̃ .
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Based on point cloud P, point tokens Z and token fetures F𝑧 , the
point-wise features F𝑃 ∈ R𝑁×𝐶 are obtained by feature propaga-
tion. First, the feature weight of each point w′ ∈ R𝑁×1 is deter-
mined by the reciprocal of the distance between that point and the
corresponding token center point. Next, the initial point-wise fea-
tures F′𝑧 ∈ R𝑁×𝐶̃ are set as the features of the token to which each
point belongs. For computational convenience, we replicate w′ to
match the size of F′𝑧 , resulting inw ∈ R𝑁×𝐶̃ . Finally, the point-wise
features F𝑃 and the point cloud global features F𝑃𝑔 ∈ R1×𝐶 can be
obtained by a feature embedding function F𝑤 [2],

F𝑃 , F𝑃𝑔 = F𝑤 [(w ⊗ F′𝑧) ⊕ P], (5)

where ⊗ denotes the Hadamard product and ⊕ denotes the concate-
nation operation for matrix.

Cross-modality Feature Embedding. To enhance the repeata-
bility of features extracted from modality-specific backbones and
establish more accurate 2D-3D correspondences, a simple yet effec-
tive feature fusion scheme is adopted. Specifically, it extends F𝐼𝑔
to the size of F𝑃 , and concatenate the extended features with F𝑃
to obtain F′

𝑃
∈ R𝑁×(𝐶̃+𝐶 ) . Then, a 3D feature embedding function

F𝑤,3𝐷 [2] is utilized to extract the cross-modal features of point
clouds (F̃𝑃 ∈ R𝑁×𝐶

2 ),

F̃𝑃 = F𝑤,3𝐷 (F′𝑃 ), (6)

In a similar way, F𝑃𝑔 is duplicated as F
′
𝑃𝑔

∈ R𝐻 ′×𝑊 ′×𝐶 . Then,F
′
𝑃𝑔

is

concatenated with F𝐼 to obtain F̃
′
𝐼
∈ R𝐻 ′×𝑊 ′×(𝐶+𝐶 ) . A 2D feature

embedding function F𝑤,2𝐷 [10] is applied to extract the cross-modal
features of images (F̃𝐼 ∈ R𝐻 ′×𝑊 ′×𝐶

2 ),

F̃𝐼 = F𝑤,2𝐷 (F̃
′
𝐼 ). (7)

3.4 Coarse-to-Fine 2D-3D Matching
Generally, by calculating the cosine distance between F̃𝑃 and F̃𝐼 ,
pixel-point matching can be established. However, this method
requires maintaining an all-pair matching matrix, implying signifi-
cant computational and storage costs. Therefore, a coarse-to-fine
matching strategy is designed to reduce computational costs and im-
prove the quality of feature matching. Fig. 2 illustrates the matching
pipeline.

Overlapping Region Detection. Due to differences in the ob-
servation range between cameras and LiDARs, a significant portion
of points and pixels are not within the overlapping observation
regions, rendering them invalid matching candidates. To filter out
these invalid matching candidates, overlapping region detectors for
images (ORD𝐼 ) and point clouds (ORD𝑃 ) are designed to determine
whether points/pixels are within the overlapping regions. Specifi-
cally, the overlapping scores S𝑃 ∈ R𝑁×1 and S𝐼 ∈ R𝐻 ′×𝑊 ′×1 can
be derived as follows,

S𝑃 = ORD𝑃 (F̃′𝑃 ), (8)

S𝐼 = ORD𝐼 (F̃𝐼 ) . (9)
A point/pixel is considered within the overlapping region if the
value of S𝑃 /S𝐼 is greater than threshold 𝛾𝑃 /𝛾𝐼 . In this way, points
and pixels within the overlapping region can be selected, denoted
by P𝑜 and I𝑜 respectively.

Point Cloud Classification. Considering the different data
densities of images and point clouds, establishing a strict one-to-one
correspondence between pixels and points is non-trivial. Therefore,
we downsample the image, divide it into𝑀 image blocks, use the
coordinates of the image blocks as labels, and classify the point
cloud accordingly. Based on the classification results C𝑎 ∈ R𝑁×𝑀 ,
the matching of each point with image blocks can be obtained.

Pixel-to-Point Similarity.With P𝑜 , I𝑜 and C𝑎 , final pixel-point
matches can be derived. First, points that match with the image
block and are located in the overlapping region are selected and rep-
resented as P𝑗 = {p𝑖 |p𝑖 ∈ R3, 𝑖 = 1 · · ·𝑁 ′} ( 𝑗 means the 𝑗 th block).
Similarly, pixels within the overlapping region of the image block
are also selected and represented as I𝑗 = {u𝑖 |u ∈ R2, 𝑖 = 1 · · ·𝑚′}.
Next, the cosine distance between the features of P and I are com-
puted, and the pixel-to-point correspondencesM 𝑗 are established
by selecting the pixel-point pairs with minimum distance,

M 𝑗 =



(
u1, argmin

p∈{p1,· · · ,p𝑁 ′ }
𝛿 (u1, p)

)
.
.
.(

u𝑚′ , argmin
p∈{p1,· · · ,p𝑁 ′ }

𝛿 (u𝑚′ , p)
)

, (10)

where 𝛿 is the function that calculates the cosine distance. For
brevity, the process of selecting the corresponding features of u and
p is omitted. Finally, the 2D-3D correspondences between I and P
can be derived,

M = [M1, · · · ,M 𝑗 , · · · ,M𝑀 ]𝑇 . (11)

With M and Eq. 1, the I2P registration can be modeled as a PnP
problem, and EPnP with RANSAC [6, 13] can be utilized for itera-
tively optimizing the pose.

3.5 Loss Function
Our MaGo-I2P is trained in a metric learning paradigm [15]. It is
expected to perform overlapping region detection, point classifi-
cation, and pixel-point similarity estimation simultaneously. With
F̃𝐼 , F̃𝑃 , S𝑃 S𝐼 and C𝑎 a joint loss function L is designed to optimize
the network, which consists of the overlapping loss L𝑜 , the point
classification loss L𝑐 , and similarity loss L𝑠 ,

L = 𝛼1L𝑜 + 𝛼2L𝑐 + 𝛼3L𝑠 , (12)

where 𝛼1, 𝛼2, and 𝛼3 are weight coefficients.
Specifically, we define the overlapping loss L𝑜 [26] as follows,

L𝑜 =
1
𝐻

𝐻∑︁
ℎ=1

((1 − 𝑠𝑃,𝑝𝑜𝑠,ℎ) + (1 − 𝑠𝐼 ,𝑝𝑜𝑠,ℎ)

+𝑠𝑃,𝑛𝑒𝑔,ℎ + 𝑠𝐼 ,𝑛𝑒𝑔,ℎ), (13)

where 𝑠𝑃,𝑝𝑜𝑠,ℎ and 𝑠𝐼 ,𝑝𝑜𝑠,ℎ are the scores of ℎ𝑡ℎ points/pixels within
the overlapping region, 𝑠𝑃,𝑛𝑒𝑔,ℎ and 𝑠𝐼 ,𝑛𝑒𝑔,ℎ are the scores of ℎ𝑡ℎ
points/pixels out of the overlapping region, 𝐻 is the number of
sampled points/pixels. To enhance the discriminative capacity of
the model, the similarity loss L𝑠 is defined as a circle loss [28],

L𝑠 = log[1 +
∑︁

𝑒𝜇𝑝 (𝛿
𝑝−𝜂𝑝 ) ·

∑︁
𝑒𝜇𝑛 (𝜂𝑛−𝛿

𝑛 ) ], (14)
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where 𝛿𝑝 represents the cosine distance between a matched pixel-
point pair, while 𝛿𝑛 represents an unmatched one. 𝜂𝑝 and 𝜂𝑛 are
the margins. 𝜇𝑝 = 𝜆(𝛿𝑝 −𝑀𝑝 ) is the weighting factor for a positive
pair, while 𝜇𝑛 = 𝜆(𝑀𝑛 − 𝛿𝑛) for a negative pair. As for L𝑐 , it is
defined as the cross-entry loss [36].

4 Experiments
In this section, we validate our MaGo-I2P on two large-scale out-
door benchmarks: KITTI Odometry [7] and Oxford Robotcar [22]
datasets. We also compare our method with existing I2P registra-
tion methods. Besides, real-device experiments were conducted
to demonstrate the application potential of MaGO-I2P in LiDAR-
camera calibration tasks.

4.1 Experimental Setup
4.1.1 Datasets. our MaGo-I2P was validated on two large-scale
outdoor benchmarks: KITTI Odometry [7] and Oxford Robotcar
[22] datasets. The former contains point clouds captured by a 3D
LiDAR, while the latter’s point clouds are scanned by a 2D LiDAR.
Also, both of them provide RGB images of real streets. To ensure
fairness in the experimental setup and generate diverse image-to-
point cloud scenes, the data processing method in previous studies
[14, 26] is applied to process the KITTI Odometry [7] and Oxford
Robotcar datasets [22].

4.1.2 Baselines. Our MaGo-I2P is compared with existing state-
of-the-art I2P registration methods: DeepI2P (2D) [14], DeepI2P
(3D) [14], CorrI2P [26], EFGHNet [11], VP2P-Match [39], EP2P-
Loc [12] and I2Pppsim [29]. DeepI2P, CorrI2P and I2Pppsim employ
PointNet [2] as their 3D backbone, while VP2P-Match and EP2P-
Loc utilize transformer-based 3D backbones [23, 37]. Unfortunately,
EP2P-Loc does not have open-source code, and VP2P-Match lacks
open-source training code. Therefore, we simply listed the results
reported in their papers for comparison.

4.1.3 Metrics. To evaluate the registration accuracy, RTE (Relative
Translation Error), RRE (Relative Rotation Error) and RR (Registra-
tion Recall) are adopted as evaluation metrics, where the metrics
are defined as follows:

RTE = ∥𝒕𝑝𝑟𝑒𝑑 − 𝒕𝑔 ∥2, RRE =

3∑︁
𝑖=1

|𝜃 (𝑖) |, (15)

RR =
1
𝑀̃

𝑀̃∑︁
𝑖=1

⟦RTE𝑖 < 𝜏𝑡 ∧ RRE𝑖 < 𝜏𝑟⟧. (16)

In Eq. 15 and 16, the predicted translation vector and ground
truth are represented by 𝒕𝑝𝑟𝑒𝑑 and 𝒕𝑔 , respectively. 𝜃 (·) denotes the
Euler angle of 𝑹−1

𝑝𝑟𝑒𝑑
𝑹𝑔 , where 𝑹𝑝𝑟𝑒𝑑 represents the predicted rota-

tion matrix, 𝑹𝑔 represents the ground truth rotation matrix. 𝜃 (1),
𝜃 (2), and 𝜃 (3) are roll, pitch, and yaw, respectively. 𝑀̃ represents
the total number of data samples, ⟦·⟧ is the Iverson bracket, and 𝜏𝑡
is set 5𝑚 and 𝜏𝑟 is set to 2 °.

In addition to registration accuracy, IR (Inlier Ratio) and FMR
(Feature Matching Recall) were applied to evaluate the matching
accuracy of point-to-pixel correspondences. They are defined as

follows:

IR =
1

|M|
∑︁

(u𝑖 ,p𝑖 ) ∈M
⟦∥u𝑖 − O(K,T𝑔, p𝑖 )∥2 < 𝜏𝑑⟧, (17)

FMR =
1

|M|

|M |∑︁
𝑖=1

⟦IR𝑖 > 𝜏𝑚⟧, (18)

where M is the estimated correspondences set, |𝑀̃ | represents the
number of correspondences, 𝜏𝑑 and 𝜏𝑚 are the thresholds, and T𝑔
is the ground truth.

4.1.4 Implementation Details. The experiments were conducted
on a workstation that was equipped with an AMD Ryzen 9 5900X
processor and an NVIDIA GeForce RTX 3090 GPU. PyTorch [24]
was used for network implementation and the Adam optimizer was
employed for network training. Our network was trained for 25
epochs on each dataset. The optimizer’s learning rate was initialized
to 10−3 and decayed by 75% every 5 epochs. During training, we
set 𝛼1 = 𝛼3 = 2, 𝛼2 = 1.

4.2 Registration Accuracy
The registration accuracy of different I2P registration methods was
evaluated on both datasets, and the results are provided in TABLE
1. It can be observed that our MaGo-I2P not only outperforms other
competitors on both datasets but also demonstrates superior adapt-
ability to different point cloud densities. This is mainly attributed
to the generalization ability of the geometry restoration module in
MaGo-I2P. It can predict image depth in an unsupervised manner,
thereby constructing an implicit 3D representation of the scene,
which facilitates the extraction of cross-modal features. Meanwhile,
the results also indicate that the registration performance of the
Mamba-based method (Ours) outperforms that of PointNet-based
methods [14, 26, 29] and transformer-based methods [12, 39], fur-
ther confirming the contribution of the Mamba-based 3D backbone
to cross-modal feature extraction from point clouds. Compared
to transformer-based methods, MaGo-I2P demonstrates superior
performance in the RR metric, which is primarily attributed to the
coarse-to-fine 2D-3D matching strategy, which effectively filters
out mismatched outliers.

Qualitatively, the registration visualizations of different meth-
ods are illustrated in Fig. 4 and Fig. 5. The sparse point clouds in
the Oxford Robotcar hinder the I2P methods from effectively ex-
tracting cross-modal features, resulting in suboptimal performance.
Our MaGo-I2P constructs the 3D implicit space of images through
depth estimation, rendering the image modality akin to the point
cloud modality, thereby reducing the dependency on point cloud
density. This enhancement facilitates the extraction of cross-modal
features between images and point clouds, enabling more precise
pose predictions and achieving superior alignment.

4.3 Pixel-to-Point Correspondences
To investigate the impact of proposed pseudo-RGBD generation
and coarse-to-fine 2D-3D Matching strategy on registration per-
formance, we evaluated the accuracy of pixel-to-point correspon-
dences established by differentmethods. The quantitative results are
presented in Table 2, where 𝜏𝑑 = 1, 2, 3, and 𝜏𝑚 = 0.2. Higher values
indicate stronger 2D-3D matching performance and better outlier
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Table 1: Registration accuracy on KITTI Odometry and Oxford Robotcar. The best results are highlighted in bold.

KITTI Odometry Oxford Robotcar

RTE (m) ↓ RRE (°) ↓ RR (%) ↑ RTE (m) ↓ RRE (°) ↓ RR (%) ↑

DeepI2P-3D (CVPR’21) [14] 3.17 ± 3.22 15.52 ± 12.73 3.77 2.27 ± 2.19 15.00 ± 13.64 62.35

DeepI2P-2D (CVPR’21) [14] 3.28 ± 3.09 7.56 ± 7.63 25.95 1.65 ± 1.36 4.14 ± 4.90 69.54

CorrI2P (TCSVT’23) [26] 2.32 ± 9.74 4.66 ± 6.79 72.42 3.20 ± 3.14 2.49 ± 8.51 40.64

EFGHNet (RA-L’22) [11] 4.83 ± 2.92 4.58 ± 8.67 5.65 3.78 ± 3.48 4.76 ± 5.69 20.33

VP2P-Match (NeurIPS’23) [39] 0.75 ± 1.13 3.29 ± 7.99 83.04 - - -

EP2P-Loc (ICCV’23) [12] 1.32 ± 1.13 4.11 ± 5.46 - - - -

I2Pppsim (TOMM’24) [29] 1.18 ± 1.48 4.08 ± 4.46 78.49 2.95 ± 2.66 2.26 ± 5.12 52.33

MaGo-I2P (Ours) 0.66 ± 0.75 3.04 ± 4.25 96.99 1.59 ± 1.26 2.03 ± 4.61 70.12

1.12 m / 3.61° 0.65 m / 3.01° 0.32 m / 1.81°

GTCorrI2P VP2P-Match MaGo-I2P

0.27 m / 0.56°1.53 m / 2.58°0.85 m / 1.27°

Figure 4: Visual comparison of Image-to-Point Cloud registration results under KITTI Odometry [7], where the red boxes
represent the predicted results and the white boxes represent the ground truth. RTE (𝑚) and RRE (°) are labeled below the
results for different methods.

0.32 m / 7.74° 1.09 m / 3.35° 0.24 m / 0.14°

GTDeepI2P CorrI2P MaGo-I2P

0.16 m / 0.26°9.19 m / 1.89°1.20 m / 5.46°

Figure 5: Visual comparison of Image-to-Point Cloud registration results on Oxford Robotcar [7]. RTE (𝑚) and RRE (°) are
labeled below the results for different methods.
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VP2P-MatchCorrI2P MaGo-I2P

Figure 6: Pixel-to-Piont correspondences established by dif-
ferent methods on KITTI Odometry. The line segments rep-
resent correspondences, where red indicates false ones and
green indicates correct ones.

rejection capabilities. It is important to note that other competitors
did not specifically optimize their strategies for 2D-3D matching,
whereas our MaGo-I2P leverages pseudo-RGBD generation to facil-
itate cross-modal feature extraction and introduces a coarse-to-fine
2D-3DMatching strategy to eliminate outlier matches. Additionally,
the design of multiple weak classifiers (ORD, point cloud classifier)
in MaGo-I2P enhances the network’s representational capacity.

Overall, ourmethod demonstrates superior performance in terms
of both IR and FMR under various threshold settings. Furthermore,
qualitative experimental results illustrated in Fig. 6 show correct
matches represented by green lines and incorrect matches by red
lines. Compared to CorrI2P and VP2P-Match, the pixel-to-point
correspondences established by MaGo-I2P are more accurate, fur-
ther confirming the effectiveness of the aforementioned compo-
nents. Notably, while CorrI2P and VP2P-Match adopt a similar pose
estimation paradigm as our method, the utilization of the geome-
try recovery module and the Mamba-based backbone enables our
method to exhibit state-of-the-art 2D-3D matching accuracy.

Table 2: Quantitative results of point-to-pixel correspon-
dences on KITTI Odometry. The best results are highlighted
in bold. Here, we report the IR (%)/ FMR (%) with different
thresholds 𝜏𝑑 (pixel) / 𝜏𝑚 (%)

.

IR1 / FMR0.2 ↑ IR2 / FMR0.2 ↑ IR3 / FMR0.2 ↑

CorrI2P [26] 10.84 / 18.12 27.69 / 64.60 42.18 / 82.38

VP2P [39] 21.23 / 68.49 44.39 / 96.54 69.95 / 97.87

MaGo-I2P 39.58 / 91.26 67.67 / 98.94 81.34 / 99.73

4.4 Runtime and GPU Memory Usage
The pose inference time and GPU memory usage of different I2P
registration methods were compared, and the quantitative results
are reported in TABLE 3. It can be seen that ourMaGo-I2P is the best
trade-off between the pose inference time and GPU memory usage.
Specifically, our MaGo-I2P is superior to all competitors in terms
of pose inference time while taking up acceptable GPU memory
usage. Notably, the pose inference time of DeepI2P and CorrI2P is
significantly higher than other methods. The main reason is that the

Table 3: Runtime & GPU Memory usage.

Pose infer. (𝑠) ↓ GPU Mem. (MB) ↓
DeepI2P (3D) [14] 39.39 2906
DeepI2P (2D) [14] 26.01 2906
CorrI2P [26] 9.86 3208
VP2P-Match [39] 0.31 17169
MaGo-I2P 0.29 4422

former only establishes ambiguous 2D-3D matching and uses time-
consuming inverse camera projection to optimize pose. The latter
is limited by a large number of matching external points, which
increases the cost of iterative optimization. Besides, VP2P-Match
relies on a transformer-based 3D backbone, which requires a large
amount of GPU memory. In contrast, thanks to the hardware-aware
algorithm of Mamba [9], our MaGo-I2P can quickly infer poses with
lower GPU memory usage, making it a suitable algorithm for low-
resource devices.

Table 4: Ablation studies of the components in MaGo-I2P.

GR Ma CF RTE (m) ↓ RRE (°) ↓

2.12 ± 8.36 5.46 ± 6.48

✓ 1.56 ± 1.94 3.88 ± 4.92

✓ ✓ 0.84 ± 1.19 3.30 ± 5.12

✓ ✓ 0.94 ± 1.16 3.49 ± 6.56

✓ ✓ ✓ 0.66 ± 0.75 3.04 ± 5.25

4.5 Ablation Study
To validate the effectiveness of the proposed components, we con-
ducted ablation experiments on the KITTI Odometry dataset, and
the quantitative results are shown in TABLE 4. The components
examined are detailed as follows:

• GR: Geometry recovery module for images;
• Ma: Mamba-based 3D backbone for point clouds;
• CF: Coarse-to-fine matching strategy.

To guarantee the proper operation of the I2P framework,Ma and
CFwere replaced by other modules with the same functions. Specif-
ically, we replaced the coarse-to-fine matching strategy with the
matching strategy adopted in CorrI2P [26]. The Mamba-based 3D
backbone was substituted with a transformer-based 3D backbone
[37]. As for GR, it can be removed, meaning that the 2D backbone
only extracted features from RGB images. TABLE 4 indicates that
each module contributes positively to the I2P task, demonstrating
the effectiveness of our proposed geometry recovery module and
the Mamba-based 3D backbone. We believe this is attributed to the
global modeling ability of Ma and the geometric alignment ability
of GR.
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Input GT Ours

LiDAR

Camera

Figure 7: Visualization of extrinsic correction. On the left is the custom-built device, which is equipped with a camera and a
LiDAR. On the right are the visualization results of the extrinsic calibration correction.

4.6 Application in LiDAR - Camera Extrinsic
Correction

In this section, we demonstrate the potential of MaGo-I2P when
applied to the LiDAR-camera calibration task.

As shown in Fig. 7, a custom-built device equipped with a monoc-
ular camera (MV-CA050-12UC) and LiDAR (Livox Avia) was used
to validate the effectiveness of MaGo-I2P in the LiDAR-camera cal-
ibration task. First, the extrinsics were calibrated offline and time
synchronization was completed[34]. Then, 562 pairs of image-point
cloud data were collected, with 462 pairs used as the training set
and 100 pairs used as the testing set. Next, the self-collected data
was used to fine-tune the pre-trained MaGo-I2P model. During
the testing phase, extrinsic parameter noises ranging from 0-5°and
0-10cm were randomly applied to the point clouds.

Fig. 7 qualitatively shows the extrinsic correction performance
of MaGo-I2p. The visualization shows that the misalignment of
the input data is diverse. Despite the different misalignments, the
extrinsic estimation made by MaGo-I2P have few differences with
ground truth. These results demonstrate the potential of MaGo-I2P
for application in the extrinsic parameter correction task.

5 Conclusion
In this paper, we propose a novel I2P registration framework with
the Mamba-based backbone and geometry recovery, MaGo-I2P. It
proposes to alleviate the modality gaps between images and point
clouds by recovering image depth, thereby improving the accuracy
of 2D-3D matching. Moreover, by introducing the Mamba-based
3D backbone, MaGo-I2P can quickly extract features from images
and point clouds with lower GPU memory usage. As a result, our
approach demonstrates outstanding registration accuracy, fast pose
inference, and lower GPU memory dependency, which indicates
that MaGo-I2P is a suitable method for low-resource devices. We
believe that the proposed MaGo-I2P not only contributes to the I2P
registration task but is also applicable to other tasks requiring cross-
modal data association, such as sensor calibration and multi-robot
cooperative localization.
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