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/ Transformer in NLP

 Transformer was first proposed by Google Brain in the domain of NLPL!

» Transformer encoder is used to transform a set of tokens (vectors) Z into another set
of tokens O, where each element in O can catch the global information of Z;
usually the number of tokens in Z and O are the same

» This architecture has since become the foundation for many state-of-the-art NLP
models, including BERT and GPT (Generative Pre-trained Transformer)

« It is now also widely applied in computer vision
* Transformer encoder 1s composed of basic blocks, including self-attention,
positional encoding, MLP, residual connection and Layer-norm

A set of vectors is transformed into another different set of vectors; that is why such
a structure 1s called “transformer”

[1] VASWANI A, SHAZEER N, PARMAR N, et al. Attention is all you need[C]//Proc. Adv. Neural Inf. Process. Syst.,
2017: 6000-6010. (Cited by 125704, Jun. 21, 2024)
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Attention is
all you need.

Ashish Vaswani (born in 1986) 1s a computer
scientist. He was a co-founder of Adept Al Labs
and a former staff research scientist at Google
Brain. Vaswani completed his engineering 1n
Computer Science from BIT Mesra (F[1EE D147 3 T
“#BE MEHT ) in 2002, In 2004, he moved to the
US to pursue higher studies at University of
Southern California. He did his PhD at the
University of Southern California.
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@@ Transformer in NLP

The relationship among several terms, NLP, BERT, GPT, Transformer and self-attention

BERT. GPT

Transformer

Self-Attention
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2. Self-attention

» It is the core component in Transformer encoder

« Key characteristics of self-attention
— Input N vectors with dimension d, output N vectors with dimension d

— Each output vector can capture the context information of all the input vectors

context

i

[ Self-attention ] Why do we need SA?

[ I I

! :
d{D d{D d{] d{ Let’s see an example mmp
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Ex: word tagging for an input sentence “I saw a saw”

Nalve solution: deal with each word 1ndependently using a network

SAW

| Embedded vectors with the same length

Is it a good solution? No. Tagging for a word depends on the word itself and also its context

The embedded vectors need to be processed to make
R

If-attenti
them hold the global (contextual) information Self-attention
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/ Self-attention

® - e b~b, are computed from a,~a,
and can be computed in parallel
Shared NN .  Let’s see how to compute b, in

detail; b,~b, can be obtained
. . similarl
wHLETX . s ! , y
Ay %0 L [a] £ 2 . I L
I Output vectors |~ bi~bse R™ |
[ EERNRIR ] """""" t ------------
T T ] T Input vectors a,~a,e R
a, a, a, T
(Word embedding) -
I saw a saw
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Self-attention

v W, e R™ W, eR™ W eR™ are the
matrices that need to be learned by
training

v' ¢, is the embedded query vector
v' ky, k,, k;, and k, are the embedded key
vectors
v v, v, v, and v, are the embedded value
vectors
9@ Kk » ky 7 ky 73 ky vy
L g€ R”
dxl
a, a, a, a, k1ak29k39k4€R .
P dxl
\ qleqal ] v19v29v39v4 < R
\ k=W, k=W,a, k=W ,a; k=W, ]
( vi=W.a, v,=W a, vi=W a, vi=Wa, }

-
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Self-attention

4
, o .=k -q
b, = Z o, v, 1.1 1 4 N
= o, =k, q softmax . _ eXp(O‘Li )
-_— Li = 4
, 0{1’3=k3-q1 Zexp(alj/\/g)
& 5 & 4 J=1 ,
’ o ,=k,-q
—X - X 1,4 44
- D
a [ \ .
&, a4
a a,
A L2 softmax ca| %12
al - o — al - '
k, L&) k, v, 13 ) 5
} 1 T * &, al.’ 4
| attention scores normalized
a a, a, a, L ) _ attention scores |
( q,=W,a, } b, is the average of {v,} weighted by 0{1' ,
| k=W,.a, ky=W,a, ki=W,a, k=Wa, ] b = ZO(I Vo= v1 v, v, v4]a'1
vi=W.a, v,=W.a, vi=W.a, vi=W.a, } b,~b, can be computed in the same way in parallel
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k=W.a, ky=W,a, k~=W,a, }

a. 4
softmax , 2| 22 : :
a — _
—_— 063 ‘ bz - Zaz,ivi - [vl V, Vs v4]a
= i=1
a2,4
a3,1
' 4
softmax . 4| %. : :
— &= ) b= Za3,ivi =y v, vy,
O 5 i=1
;4
0(4,1
a, 4
softmax , a| 742 _ C :
— %= o ‘ b4 = Za4,ivi = [vl V, Vs v4]a4
4,3 i=1
79% The whole process can be represented in matrix form
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Self-attention

Let 1 I1,, [al a, a, a4]9 0,4 = [‘11 q, 4, ‘I4]9 K,. = [kl k, k, k4], Via 2 [v1 Vv, Vs v4]9 % 2 [al a, a, a4] y Ay |:(1 a a Q. ]
and 0,4 = [bl b, b, b,]

We have, Q4 = [ql 9. 9; q4] = I:an1 Wa,Wa, an4:' =wi,,

[k k, k, k,|=[W.a W.a,Wa,Wa,l|=WI,,

[vov,vyv, | =[Wa Wa,Wa,Wa,]=W]I,,

___________________________________________________________________________________

: o, =k, q, k, q, T T T T i - g

Lo = = =K gq, a,=Kq, a=Kygq a, =K ! softmax is applied to each
q PP

1 — T 2 2 3 3 4 4

5 = ks 4y ksq, column vector

NS
II

Ay, = [al a, o, a4] = |:KT‘11 Kqu KT% KT%] =K' [% 9, 4; q4] = KTQ
A, = [al a, a, aJ = {Softmax[j%j soﬁmax(%jsoﬁmax[j%} Soﬁmax[jgﬂ = soﬁmax(%) = SOftmax(If/;Q]

0:[b1 b, b, b [de4a Va0 Vi@ V10 ] Vixa [0{ @, a, a] Vs
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@g@ Multi-head Self-attention (MSA)

(single head) self-attention can be straightforwardly extend to multi-head self-attention

p! b;
bl — WO b12 c Rdxl blz
b b
i head 3 ](Wj,W,f,Wj)
\
head 2 W W W
. _ three heads - J( g Wi oW, )
(single head) Self-attention | (w,.w,,W,)  m—) head 1 J(qu,Wkl’Wvl)

17 1 1 1T 1

I saw a saw I saw a saw

2d 2 ’ Loy L dxd
W;ER3 ) WkZER3 anl€R3 ablleRS ) WOER
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Positional encoding

 Can the self-attention really solve our word-tagging problem?

y A A
]
4

v" Using the self-attention, actually b, and b,
are the same!

/ 1 194 ’9 .
NN Accgrdmgly, the two “saw -s will be
predicted to have the same tagging

=8 FTX 3 - : What do we miss?
A% H R £ : : i The position information of the
T vectors in the input sequence
S 3 That the two “saw’s have different taggin
R IR | W
argely owes to the fact that they have
T T T different positions in the sequence

—

We need to modify the input vectors by
embedding their positional information
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@@ Positional encoding

~Nd-1
For each input vector a, € R, construct a positional encoding vector pe, = { pefl)},_o

o |sin(we), ifi=2k
e’ =
e cos(w,t), if i =2k +1
1

10000744~ =0, 1,

where 7 1s the position of this input vector in the sequence, w, =
2,...,d2-1

Positional encoding means that we modify a, as a tpe,

Saw Saw
without positional encoding with posmonal encodmg
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Layer-norm VS batch-norm

« Batch-norm and layer-norm are two strategies for training neural networks faster and
more stably

* In Yolov3, we have met batch-norm; in transformer-related structures, in most cases,
they use layer-norm

e Batch-norm VS layer-norm

— Batch-norm normalizes each feature (channel) independently across the samples in a mini-
batch

— Layer-norm normalizes each sample in the mini-batch independently across all features
(channels)

— As batch-norm is dependent on batch size, it's not effective for small batch sizes

SSE, Tongji University



Layer-norm VS batch-norm

They use the same updating formular, but adopt different ways to compute statistics (u, 62),
X, — U

Vi<y + 0
Joi+¢

where y and f are learnable parameters; for batch-norm, each neuron (channel) has a (y, f) pair while
for layer-norm each layer has a (y, f) pair

Batch Norm Layer Norm v" C means the feature channels, HxW defines
the instances of a feature by a sample, and N
means the number of samples in a mini-batch

v" The normalization is applied to the blue part

H, W

For our case, C=d, HxW=4, N=1

WX
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7/ Transformer encoder

4

s ™

[ Layer-Norm | v" The inputs are embedded in a sequence of vectors with
— (Jia the same length

[ E o AT } v’ Then, the embedded vectors are modified with

%E%M% positional encoding

- [ Layer-Norm | v" Transformer encoder is composed of N blocks with the
— same structures

R v" Each block processes the input vectors by a multi-head

I . self-attention layer, a residual connection layer, a layer-

gj ~§ §; norm operation, a vector-wise fully connected MLP,

i another residual connection layer, and another layer-

nn 65— rorm
v _ — . . . .
v' If the dimension of the input is dXN, the output of a
TFHRA transformer encoder will also be dxN

[ saw a saw
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Multi-head Attention

Self-attention
a a, a, a4]9 0,4 = [‘11 9, 4; q4], K,. = [kl k, k, k4], Vixa = [vl V, Vs v4], Ay = [al Q, o, a4] y Apy = |:a1 a, &, a4:|
b b, b, b4]
...
We have, Q=99 9.]= I:anl W.a,Wa, an4:| =W,
K, = [kl k, k, k4] = [Wkal W.a,W.a, Wka4] = WkIa'x4
Vi = [vl V, Vs V4] = [anl W.a,W.a, an4] =Wwi,,
— [

In self-attention, the query sequence, the key sequence and the value sequence are actually identical;
that is why it is called self-attention.

.
@
C_f
N~
X
> 11>

If the key sequence and the value sequence are the same while the query sequence is different, the
self-attention changes to attention. In other words, self-attention is a special case of attention

SSE, Tongji University



Multi-head Attention

Multi-head attention i1s an extension to the multi-head self-attention; their
computation frameworks are the same, except that in multi-head attention, the
query sequence is different from the key and value sequences

Multi-head attention can be used in transformer decoders

A multi-head attention module with M heads can be expressed as a function mh-attn,

mh-attn| I, , I, , W W = 0
-

—
d:% dxN,, d ><d><3><M dxd dxN,
dxN a
I e R s the query sequence; I, € R is the key/value sequence |  w(...; W (o) e W)

W e R*M ig the weight tensor, where d' = % 1s the dimension of the embedded vectors in each single-head

W e R™ linearly maps the concatenation of the outputs of single-heads to a space of dimension d

Oe R N is the final output Remember: each query generates an output vector

SSE, Tongji University




T =
() A0 > s

@@ Multi-head Attention

" Multi-head attention A /Single—head | . A
attn(1,,1,,W')e R
mh-attn| I, , I, , W W, |]— O where W' =[W;w,;w, |e R”* is the weight tensor
dxN, dxN,, dxdx3xM  gxd q fOf thlS head; VVl c Rdxd , W2 c Rdxd , I’V3 c Rdxd are
Similar as multi-head self-attention, the final used to compute embedded queries, keys, and
output of a MHA module is generated by values, respectively Positional encoding )
v' Concatenating the outputs of all the Qi v, ~M (7, +Pq),Kd-XMV:Wz (I, +P, kv)_‘fz_xfwjkv/
single-heads . . Compute the normalized attention scores between g¢;
v then perform a linear mapping using W, and K
b T '
0;lqu=[attn(Iq,Ikv,Wl);attn(lq,lkv,Wz);---;attn(lq,lkv,WM)} o é(a'l o, y )T o = eXp(qui /\/d_)
' i IAERS IV EREEE R A B ij T N,
0., =W,0,,, Zexp(kkqu. /\/aT)
k=1

where attn(1,,1,,W,)e R”™ is the output of the A'h
single-head and W, e R”*** is the Ath “slice” of the N,
tensor W, [;] denotes the channel-wise attn, (I,,1,,,W')= ZV:%VJ, =Va, e R
concatenation J=!

- AN J

SSE, Tongji University
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Vision Transformer (ViT)

 Inspired by the great success of transformer in the field of NLP, researchers in CV have
started to adopt transformers in CV tasks

e The first image classification framework totally based on transformer is ViT (Vision
Transformer) proposed also by researchers of Google in 2021

Alexey Dosovitskiy received the M.Sc. and Ph.D. degrees in mathematics
(functional analysis) from Moscow State University, Moscow, Russia, in 2009
and 2012, respectively.,He is currently a Research Scientist with the Intelligent
Systems Laboratory, Intel, Munich, Germany. From 2013 to 2016, he was a
Postdoctoral Researcher, with Prof. T. Brox, with the Computer Vision Group,
University of Freiburg, Breisgau, Germany, working on various topics in deep
learning, including self-supervised learning, image generation with neural
networks, motion, and 3-D structure estimation.

[1] DOSOVITSKIY A, BEYER L, KOLESNIKOV A, et al. An image is worth 16x16 words: Transformers for image
recognition at scale[C]//Proc. Int’l. Conf. Learning Representations, 2021. (Cited by 38008, Jun. 25, 2024)

SSE, Tongji University



Vision Transformer (ViT)

( N ( N
h — \
SEREME | AP LHEAE | [ — ]
f @ﬁ%@%
Transformer,ﬁﬁ%%% ( Layer-Norm ]
) )
BGREBHEA I — —®
5B Y
* RSN IR AT al af, NX 1 he
ﬁEﬁH}J\ﬁE S § g
- mgaﬁc PyH—. Rk
| | | | Layer-Norm
N — S -
| G o | AT iy
llll | %ﬁ{j%gﬁﬁg{%_/%\ﬂl\]
E W E’ [ HFANEEED ]
N\ _ / N J

Transformer 4575
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Vision Transformer (ViT)

R ) Bt 172 MERR Y

M 5 Transformer
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Vision Transformer (ViT)

BRREERN _

5M 8%
*HESNRINE AT
ﬁ*%ﬁAm%

Eiﬂ

[m B+ ﬁ%% PERR S

M 5 Transformer

_______________________________________________

v' A learnable vector a, is added
here and is expected to hold the
global information of the image
for classification; a, can be
randomly initialized

With a,, the input vectors can be
seen as a matrix,

A 1024x10
AZ|a,a a,..a,]eR

For positional encoding, ViT uses a
learnable matrix PE € R'®*°

Then, the input vectors with
positional encoding form the matrix

A+PE€ R1024X10

_______________________________________________
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' v' b, corresponds to a,; as it is the
N ] [ SR g e output of a transformer encoder,
S FEHKBEEE | it can hold the global

t information of all the block

) 4

Transformer,ﬁﬁ%%% vectors and can be trained to

¥ ¥ perform the classification task

T I 1
mgpasEss _ MW N RN N OB N B N N e
5 B 47

* AN m a
EEF 7%% MRS

ﬁch’Jtu

g @ -
L ! .
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Swin-Transformer

 ViT is a cool idea and demonstrates that transformer has a good potential in CV;
however, it has too many parameters and thus is computationally expensive

« Swin-Transformerl!l proposes several universal and straightforward ideas to improve
ViT
— To reduce computational cost: self-attention is restricted to a local window
— To make the outputs of the self-attention still capture the contextual information: windows
used to compute self-attention are shifted and the self-attention is repeated; the shifted

window partitioning approach introduces connections between neighbhoring non-
overlapping windows in the previous layer

— To get multi-resolution feature maps (as Yolov3d and Yolov8): a patch merging
mechanism is proposed; the obtained hierarchical representation is very similar to multi-
resolution CNN feature maps

[1]LIU Z, LIN Y, CAO Y, et al. Swin transformer: Hierarchical vision transformer using shifted windows[C]//Proc. IEEE
Int’l. Conf. Computer Vision, 2021: 9992-10002. (Cited by 19016, July 4, 2024)

SSE, Tongji University



i El
QA0 2 NP
— >~
= “
/Lo@o?

7, 5
LTy

Swin-Transformer

Marr Prize

Swin Transformer: Hierarchical Vision Transformer
using Shifted Windows

Ze Liu (USTC), Yutong Lin (Xi'an Jiaotong University),

Yue Cao (Microsoft Research), Han Hu (Microsoft Research Asia),
Yixuan Wei (Tsinghua University), Zheng Zhang (MSRA, Huazhong University of
Science and Technolog), Stephen Lin (Microsoft Research),

Baining Guo (MSR Asia)

Session 8 (A/B) Ze Liu is currently a final-year joint Ph.D.
FICCWVirTUAL candidate at the University of Science and
Technology of China (USTC) and Microsoft
Research Asia (MSRA)
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=2 Swin-Transformer
EXKX% “x—xC —Xx—x2C —xlx4C —Xx—X8C
e 44 gs 1616 3232
BB 5 M2 RS BERa
| ®| || Swin- [E[E() Swin- [P IE Swin- | E|fE[ Swin- |
S e i?% _r g || Transformer i ii Transformer = 3 || Transformer [TP{3| Transformer [T
W s | E|| mEE || smE e sEs |
21| Jrr 3L Jrr JERIEA ’

v" Each patch is of the size 4x4x3, and is
. stacked into a 48-d vector
. v/ After the patch partition, the input to the

« »isa f e BiER
stage 17 1s a feature map y, e r+" =
[T 1]

________________________________________________________________________________________________________________
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EX%X48 ?x_xc —Xx—x2C %X%X4C EX%XSC
5’ ML | BER2 B FER3 2 BER4 i
Hxwx3 |B il L |# e B
| & || Swin- [EME() Swin- [P HAE swin- || Swin- |
By i?% B Transfogmer e ii Transformer ™ £ || Transformer [T*|3&| Transformer [T
iz'J 15N mAoeE | ;E mAdsE |1 i gt S ;F.?\. gRRDEe |
§ X2 2 X2 X6 § X6 §

___________________________________________________________________________________

v" Using a fully-connect network to map each 48-d vector
in ¥V, to a C-d vector

v' After linear embedding, the feature map becomes v, e ®

v" Since the swin-transformer encoder does not change the

dimension, the output dimension of stage 1 also1s 2,7 -
474

EKXC
4 4

o o o o o o o o o o o o o o o o o = o o o o o o o o o o o o o o o o o o o o o o o o o o o o o o o o o o o -
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Swin-Transformer
ﬁxKx48 —x—xC —X—x2C —xlx4C —XxX—x8C
g L I R L 32 32
BB 5 M2 1 RS BERa
(& || swin- [EME|| swin- |UEE|l swin- |AE| Swin- |}
S5 g 5 Tlgz|| Transformer 1 ii Transformer == R || Transformer [T{#%| Transformer [T
ZJ A mEmE | g Ribex |1 E| wES || S| wEBH |

Next page
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v Two swin-transformer encoders are used in pair
v" With respect to structures, they are similar to the transformer
e e encoder of ViT; the only difference is that the swin-transformer

@|'> i R | encoders compute multi-head self-attention in local windows

| . Vo . : v 1 1 - ] i i -
i [ 5 T 2% ]: : [ 4 R4 ]: The windows us.ed in SW MSA are shlfte.d from windows in W
| i e A 5 MSA; the window-shifting mechanism can supplement
| [ Layer-Norm ]! | i| [ Layer-Norm | connections across non-overlapping windows

i —P(%) i i —b(}) E iy VISA 54 ViSZ

,_l_ e | ! VISA—|-MBEA—|VSA

i W_MSA i i [ SW_MSA ] E VIiSA VIS4 VISA VISA B R

i ‘|‘ A 'I‘ i i T A T E 1 + : | VIDH 1 VISA

| Layer-Norm | ! | Layer-Norm ] ENEENSE INEN EEE MASA T MBAT MBS

L --------------------- : i -------------------- : VI VIO O

Window-partition in W-MSA  Window-partition in SW-MSA

Note: Each point actually is a vector
SSE, Tongji University



Swin-Transformer

How to perform positional encoding?

Using a common positional encoding strategy,

—_—
—

45 — N — 43 mmmmp [nput with PE

~——

—

012...m>-1 01 2..m*1
(PE matrix)

v PE matrix can be pre-fixed (such as sinusoid functions) or can
be learned as in the case of ViT

v Such a positional encoding strategy can be considered as a “1-
D” strategy since the vectors are arranged in a line

v' The “2D” positional relationships of the vectors cannot be
well embedded in such a way

‘ Relative Position Bias

SSE, Tongji University




Swin-Transformer

» Relative position bias can encode the relative position
relationship between two vectors in a 2D array

E.g., the RPB of “2” to “1” is the same as the RPB of “4” to “3”

* Positional encodings are added to the input vectors;
differently, RPBs are added to attention scores

Embedded queries and keys: Qe R g e RO

5

Attention scores,

_al,m2 a2,m2 amz,mz ]

It implies that the RPB matrix B should be of the dimension m?xm?, and B(i, j) reflects the
relative position of the query ¢; and the key &;

SSE, Tongji University
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Swin-Transformer

» Relative position bias can encode the relative position
relationship between two vectors 1n a 2D array

E.g., the RPB of “2” to “1” is the same as the RPB of “4” to “3”

« Positional encodings are added to the input vectors;
differently, RPBs are added to attention scores

A, | =Soﬁmax(
m-xm J_

= softmax

SSE, Tongji University
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Swin-Transformer
ﬁxKx48 “x—xC —Xx—x2C —xlx4C —Xx—X8C
s 44 88 1616 32732
L R D BB BE L BBa
(& || swin- [EME|| swin- |UEE|l swin- |AE| Swin- |}
By i?% B Transformer [+ ii Transformer [# 3R || Transformer [T*{#%| Transformer [T
WG| wmEmE LB GmEE A @R |8 ses |
| EN Ji IR J
| X2 ! X2 | X6 ¥ X6 ;

Next page
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Swin-Transformer

T
\

111
Oannn
nnnn

-

i

[4]4]4]4]
llll

.Il

v’ Half the spatial resolution
v" Double the channels
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Swin-Transformer

* Play with Swin-Transformer
— Swin-Transformer 1s a backbone network architecture

— It outputs 4 feature maps with four different spatial resolutions; these four feature maps can
be used similar as CNN feature maps; thus with different task heads, it can be used for
object detection, object classification, semantic segmentation, etc.

— The authors provide pre-trained Swin-Transformer models at four different scales

downsp. rate Swin-T Swin- Swin-B Swin-L
(output size)
Ax concat 4x4, 96-d, LN concat 4x4, 96-d, LN concat 4x4, 128-d, LN concat 4x4, 192-d, LN
stage 1 win. sz. 7x7, win. sz. 7x7, win. sz. 7x7, win. sz. 7x7,
FOXI0) dim 96, head 3| 2 dim 96, head 3| < 2 dim 128, head 4| = 2 dim 192, head 6| =
8 concat 2x2, 192-d , LN | concat 2x2, 192-d, LN concat 2x2,256-d , LN concat 2x2, 384-d , LN
stage 2 win. sz. 7Xx7, win. sz. 7Xx7, win. sz. 7x7, win. sz. 7Xx7,
(28x28) dim 192, head 6| % 2 | |dim 192, head 6| X2 | |dim 256,head8| X2 | |dim 384, head 12| 2
concat 2x2, 384-d , LN | concat 2x2, 384-d, LN concat 2x2,512-d, LN concat 2x2, 768-d , LN
stage 3 1 win. sz. 7x7 win. sz. 7x7 win. sz. 7x7 win. sz. 7x7
x| | s, b i 2| |dimees, peat 12 ¥ 2 | |dim®15, beaa 16| 2 ™ | |itim 768, tena za| ¥
concat 2x2, 768-d , LN | concat 2x2,768-d, LN | concat2x2, 1024-d , LN | concat 2x2, 1536-d , LN
32x b - g -
stage 4 IxT) win. sz. 7x7, %2 win. sz. 7x7, « 2 win. sz. 7x7, %2 win. sz. 7x7, “ 2
|dim 768, head 24 dim 768, head 24 |dim 1024, head 32 |dim 1536, head 48
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e Transformer in NLP

e Multi-head Attention
e Vision transform (ViT)
e Swin-Transformer

e DETR

e RT-DETR

e Practice of RT-DETR
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